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1. Why trust at all?
2. Examples of double opacity (model & action success)
3. Three (too) simple approaches

a. Why not just reliability?
b. Why not simply listen to experts? 
c. Why not just evaluate the scientific quality? 

4. The intricate simplicity of trust
5. Trustworthiness as a value - a value among other values?
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Trust, but currently not only in AI ... 

• Masks, vaccines, medical recommendations à Sciences
• Parties, democratic processes, election results à Politics  
• Money, Banks à Economy
• News à Journalism
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• At first glance, trust appears to be a pre-modern social form
• Rationalization, scientification, mechanization should reduce the need for trust
• But the opposite is the case! 
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Sociologist Georg Simmel wrote in 1908:

In modern societies 

(Simmel [1908] 1992, p. 389)

„life stands on a thousand presuppositions which the individual cannot trace and verify 
at all to their bottom, but which he has to accept in good faith. To a much greater extent 
than one tends to realize, our modern existence - from the economy, which is becoming 
more and more a credit economy, to the scientific enterprise, in which the majority of 
researchers must use innumerable results of others which are not at all verifiable to 
them - rests on the belief in the honesty of others. We build our most important 
decisions on a complicated system of notions, the majority of which presuppose 
confidence that we are not deceived.“
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First steps on the way to an answer:

1. Trust implies a dependency that can lead to harm
Dependence on other persons, institutions, systems whose services (information, decisions, 
skills) we need 

2. We accept this dependence 
When we trust, we do not avoid it, we do not try to dissolve or reduce it

3. The acceptance of this dependence is justifiable
Trust is not a-rational. It is grounded in reasons, even though we may not always have good 
reasons. Trust is consequently a practice that can be rational. 
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Annette Baier:

Baier, Annette. “Trust and Antitrust.“ In: Ethics 96, no. 2 (1986): 235.
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Dependence on/Vulnerability to AI:

• Medical diagnoses and decisions
• Autonomous vehicles
• Legal decisions
• Economic decisions
• Pedagogical decisions
• Political information 
• ...



1. Why trust at all?

04.08.23 Andreas Kaminski 14

Dependence on/Vulnerability to AI:

• The greater the dependency/vulnerability, the more trust seems necessary
• But we cannot want to accept this dependence either. 



1. Why trust at all?

04.08.23 Andreas Kaminski 15

Knowledge with a view to AI: 

 Model Opacity 

(a) Number of parameters
(b) Nonlinear dependence of the 

parameters 
(c) Low interpretability of the 

parameters 
Input Output
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Knowledge with a view to AI: 

 Model opacity     Pragmatic opacity

       What is the output? 
       How was it generated?
       How well does it work? 

(a) Number of parameters
(b) Nonlinear dependence of the 

parameters 
(c) Low interpretability of the 

parameters 
Input Output
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1. Why trust at all?
2. Examples of the double opacity (model & pragmatic)
3. Three (too) simple approaches

a. Why not just reliability?
b. Why not simply listen to experts? 
c. Why not just evaluate the scientific quality? 

4. The intricate simplicity of trust
5. Trustworthiness as a value - a value among other values?



2. Model and Pragmatic
    Examples of the double opacity
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Example 1: Predicting Pneumonia Risk

• Goal: Classify patients with pneumonia as to whether they are “high“ or “low risk“
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Example 1: Predicting Pneumonia Risk
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Data set: 15,000 patients
Different models in competition:

• logistic regression 
• rule-learning model 
• Bayesian cla ssifier
• decision tree
• neural network



2. Examples of the model and pragmatic opacity

04.08.23 Andreas Kaminski 22

Example 1: Predicting Pneumonia Risk

• Goal: Classify patients with pneumonia as to whether they are „high“ or „low risk“
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Risk
Data set: 15,000 patients
Different models in competition:

• logistic regression 
• rule-learning model 
• Bayesian cla ssifier
• decision tree
• neural network

Winner: significantly more accurate
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Example 1: Predicting Pneumonia Risk
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Example 1: Predicting Pneumonia Risk

• Ambrosino, a colleague of Caruana, had developed a rule-based model 
• Rule-based models are one of the most transparent models
• Typical form: a list of „if x then y“ rules
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Example 1: Predicting Pneumonia Risk

• Ambrosino, a colleague of Caruana, had developed a rule-based model 
• Rule-based models are one of the most transparent models
• Typical form: a list of „if x then y“ rules

• Ambrosino observes a “strange rule“ that the system had learned:
 “If the patient has a history of asthma, then they are low-risk and 

you should treat them as an outpatient.“ 
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Example 1: Predicting Pneumonia Risk
 “If the patient has a history of asthma, then they are low-risk and 

you should treat them as an outpatient.“ 

The medical experts were able to clarify this: 
• If someone has asthma, this person was usually specially observed.
• Individuals with asthma have a lower risk of death in the data set, but precisely 

because of the intensive monitoring 
• So the low risk is found in the data!
• However, they should therefore not be treated as low-risk patients precisely 

because of this... 
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Example 1: Predicting Pneumonia Risk
 „If the patient has a history of asthma, then they are low-risk and 

you should treat them as an outpatient.“ 

Caruana‘s insight: 
• The rule found by the “rule-based system“ will also exist in the neural network
• However, it was not (so easy) to discover there
• The higher accuracy of the neural network leads to disguise this “rule“
• For him, the neural network is worse in this case ... 
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Example 1: „Predicting Pneumonia Risk“
 

Caruana‘s insight: 
„I said, what I'm worried about is things that the neural net has learned that are just 
as risky as asthma but the rule-based system didn't learn.“ Because the neural net is 
more powerful, more flexible, it was capable of learning things that the rule-based 
system didn't. This, after all, is the advantage of neural networks-and the reason 
Caruana's neural net had won the group's internal contest. „I said it's those things that 
will make us not use this model. Because we don't know what's in it that we would 
need to fix.“
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Example 2: Chat GPT. Slowness in Wittgenstein‘s thinking
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Example 2: Chat GPT. Slowness in Wittgenstein‘s thinking 
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Example 2: Chat GPT. Slowness in Wittgenstein‘s thinking

(W
itt

ge
ns

te
in

, W
er

ke
 B

d.
 8

)



2. Examples of the model and pragmatic opacity

04.08.23 Andreas Kaminski 36

Example 3: A test with the PRORETA anti-collision system (2009)
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Example 3: A test with the PRORETA anti-collision system (2009)

• Car with driving assistant for braking and steering intervention
• Experimental setup: 
• Subjects are not told that a driving assistant is available
• You will be given a task (driving with navigation system)
• Obstacles appear suddenly during the ride 
• The steering and braking reactions of the test persons and the assistant are 

measured
• The subjects are then interviewed
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Example 3: A test with the PRORETA anti-collision system (2009)

(Is
er

m
an

n 
et

 a
l. 

20
09

, 6
38

).



2. Examples of the model and pragmatic opacity

04.08.23 Andreas Kaminski 39

Example 3: A test with the PRORETA anti-collision system (2009)
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Example 3: A test with the PRORETA anti-collision system (2009)
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Example 3: A test with the PRORETA anti-collision system (2009)
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Example 4: search with learned preferences 
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Example 4: search with learned preferences 

Dynamics of the 
searched space



2. Examples of the model and pragmatic opacity

04.08.23 Andreas Kaminski 45

Example 4: search with learned preferences 

Dynamics of the 
searched space

Dynamics of the 
learned model
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Example 4: search with learned preferences 

Dynamics of the 
searched space

Dynamics of the 
learned model

Dynamics of my (learned) 
preferences and heuristics
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1. Why trust at all?
2. Examples of double opacity (model & action)
3. Three (too) simple approaches

a. Why not just reliability?
b. Why not simply listen to experts?
c. Why not just evaluate the scientific quality? 

4. The intricate simplicity of trust
5. Trustworthiness as a value - a value among other values?



3. Three too simple approaches
    Reliability, experts, quality
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First steps on the way to an answer:

1. Trust implies a dependency that can lead to harm
Dependence on other persons, institutions, systems whose services (information, decisions, 
skills) we need 

2. We accept this dependence 
When we trust, we do not avoid it, we do not try to dissolve or reduce it

3. The acceptance of this dependence is justifiable
Trust is not a-rational. It is grounded in reasons, even though we may not always have good 
reasons. Trust is consequently a practice that can be rational. 

 

Review



3.1 Why not just reliability?

04.08.23 Andreas Kaminski 50

Trustworthiness as reliability:

Main idea: 

1. An actor or agent is trustworthy if they are reliable
2. Reliability is an epistemic concept. It can be tested and measured
3. Standard interpretation: frequency of successful cases in relation to total number

An actor or agent (person, institution, system, technical means, etc.) is reliable if they 
produce the result desired by the relying party in the vast majority of cases. Their 
reliability can be recognized and evaluated. 



3.1 Why not just reliability?

04.08.23 Andreas Kaminski 51

Trustworthiness as reliability has four major merits:

a. There is an epistemic basis (trustworthiness is based on knowledge)
b. One can directly compare the reliability of different actors or agents, since reliability can 

be quantified
c. There are known methods to technically evaluate the reliability
d. Model opacity is usually irrelevant
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Accuracy: Accuracy in machine learning is an evaluation metric that measures the number 
of correct predictions made by a model relative to the total number of predictions made. It 
is expressed in a score (measure). 

Reliability: Usually understood as Accuracy + Robustness. The idea is that a model can be 
accurate with respect to one data set (e.g., through overfitting), but produce inconsistent 
results with other data sets (especially noisy data). 

If, on the other hand, “accuracy” is understood as “robust accuracy” from the outset, the 
difference disappears. That is what we do here.
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Reliability (robust accuracy)

Number of true classifications

Number of classifications

= Measure of trustworthiness 



3.1 Why not just reliability?

04.08.23 Andreas Kaminski 55

Hume’s track record model

Number of true statements

Number of statements

= probability of being trustworthy 

Hume‘s Intention: 

Everyone can judge based on their own 
experience how trustworthy others are
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= probability of being trustworthy 

Hume‘s Intention: 

Everyone can judge based on their own 
experience how trustworthy others are

But can this be a general method?
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Hume's track record model

Number of true statements

Number of statements

= probability of being trustworthy 

Hume's Intention: 

Everyone can judge based on their own 
experience how trustworthy others are

But can this be a general method?

We usually know it through others!
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Hume's track record model

Number of true statements

Number of statements

= probability of being trustworthy 

Hume's Intention: 

Everyone can judge based on their own 
experience how trustworthy others are

But can this be a general method?

We usually know it through others!

That is, through the experience of others, 
whom we must trust in the process! 
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Hume’s track-record model Reliability (robust accuracy)

Number of true statements

Number of statements

= probability of being trustworthy 

Number of true classifications

Number of classifications

= Measure of trustworthiness 
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Hume’s track-record model Reliability (robust accuracy)

Number of true statements

Number of statements

= probability of being trustworthy 

Number of true classifications

Number of classifications

= Measure of trustworthiness 

Experts tell us. 
We must trust them 
(if we want to work with the measure)
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1. Why trust at all?
2. Examples of double opacity (model & action)
3. Three (too) simple approaches

a. Why not just reliability?
b. Why not simply listen to experts?
c. Why not just evaluate the scientific quality? 

4. The intricate simplicity of trust
5. Trustworthiness as a value - a value among other values?
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Trustworthiness of experts as a new approach

• We seem to have found a solution by the expert approach 
• Experts tell us how trustworthy AI systems are
• They measure and evaluate the systems
• We get the scores
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Trustworthiness of experts as a new approach

• We seem to have found a solution 
• Experts tell us how trustworthy AI systems are
• They measure and evaluate the systems
• We get the scores

But ... 

• Experts dissent
• Lack of epistemic care
• Scientific misconduct
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What I accept as evidence already depends on my trust or mistrust in the source that 
presents the evidence to me! (Bernd Lahno)

3.2 Why not simply listen to experts?
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The problem seems to be that we involve too many stakeholders  ... 

New approach: Directly evaluate the quality of the systems!
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New approach: Directly evaluate the quality of the systems!

• But who performs these assessments?
• Everyone for themself? 
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New approach: Directly evaluate the quality of the systems!

• But who performs these assessments?
• Everyone for themself? 

• Very few have the expertise and resources to do this
• Moreover, the problem arises that the errors of AI technology are not always obvious 
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The problem seems to be that we involve too many stakeholders ... 

New approach: Directly evaluate the quality of the systems!

• But who performs these assessments?
• Everyone for themself? 

• Very few have the expertise and resources to do this
• Moreover, the problem arises that the errors of AI technology are not always obvious 
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Two assumptions need to be reconsidered:

1. Trustworthiness is a purely epistemic quality
2. It is possible to give a single applicable criterion for its evaluation
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1. Trustworthiness is a dense relation: 
We cannot separate descriptive and normative aspects

• If we reasonably describe someone as trustworthy, we must have reasons that indicate the 
extent to which their behavior can be described in this way

• However, in doing so, his behavior must be understood to be motivated and explained by the 
value of trustworthiness

• This must also be a value for us

In other words, there is no purely epistemic theory of trustworthiness 
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1. Trustworthiness is a dense relation: 
We cannot separate descriptive and normative aspects

• If we reasonably describe someone as trustworthy, we must have reasons that indicate the 
extent to which their behavior can be described in this way

• However, in doing so, his behavior must be understood to be motivated and explained by the 
value of trustworthiness

• This must also be a value for us

In other words, there is no purely epistemic theory of trustworthiness - Epistemic and Ethical Virtues 
of Modelers and Examiners 
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2. There is a network of trust relationships 

• We can not get out of the circle 



3.2 Why not simply listen to experts?

04.08.23 Andreas Kaminski 86

Look back
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2. There is a network of trust relationships 

• We can not get out of the circle
• We need to deal with the circle instead
• This is less problematic as long as we move in trustworthy networks
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2. There is a network of trust relationships 

• We can not get out of the circle
• We need to deal with the circle instead
• This is less problematic as long as we move in trustworthy networks

Analogy to the demarcation problem between science and pseudoscience

à from foundationalism to coherentist approaches*.

* Assessment of coherence itself again not independent of trust!
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• Reliability
• Transparency
• Fairness
• Sustainability
• ...
• Trustworthiness
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A simple test: 

• Reliability
• Transparency
• Fairness
• Sustainability
• ...
à Trustworthiness?
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A simple test: 

• Reliability
• Transparency
• Fairness
• Sustainability
• ...
à Trustworthiness?
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• Trustworthiness is not one value among others

• It forms the unity of the (respectively relevant) values 

Others (persons, institutions, AI systems) are trustworthy if they fulfill the 
values at stake in the respective situations
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