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Abstract. We describe the design and MPI implementation of two benchmarks created to characterize the balanced system performance of high-performance clusters and supercomputers: $b_{\text{eff}}$, the communication-specific benchmark examines the parallel message passing performance of a system, and $b_{\text{eff,io}}$, which characterizes the effective I/O bandwidth. Both benchmarks have two goals: a) to get a detailed insight into the performance strengths and weaknesses of different parallel communication and I/O patterns, and based on this, b) to obtain a single bandwidth number that characterizes the average performance of the system namely communication and I/O bandwidth. Both benchmarks use a time-driven approach and loop over a variety of communication and access patterns to characterize a system in an automated fashion. Results of the two benchmarks are given for several systems including IBM SPs, Cray T3E, NEC SX-5, and Hitachi SR 8000. After a redesign of $b_{\text{eff,io}}$, I/O bandwidth results for several compute partition sizes are achieved in an appropriate time for rapid benchmarking.

1 Introduction and Design Criteria

Characterization of a system’s usable performance requires more than vendor-supplied tables such as peak performance or memory size. On the other hand, a simple number characterizing the computational speed (as detailed by the TOP500 figures [8]) has much appeal in giving both the user of a system and those procuring a new system a basis for quick comparison. Such application performance statistics are vital and most often quoted in press releases, yet do not tell the whole story. Usable high-performance systems require a balance between this computational speed and other aspects in particular communication scalability and I/O performance. We focus on these latter areas.

There are several communication test suites that serve to characterize relative communication performance and I/O performance. The key concept that differentiates the effective bandwidth benchmarks described here from these other test suites is the use of sampling techniques to automatically scan a subset of the parameter space and pick out key features, followed by averaging and use of maxima to combine the results into a single numerical value. But this single
value is only half of our goal. The detailed insight given by the numerous results for each measured pattern is the second salient feature. Additionally, both benchmarks are optimized in their execution time: \( b_{\text{eff}} \) needs about 3-5 minutes to examine its communication patterns, and \( b_{\text{eff}, \text{io}} \), adjusted appropriately for the slower I/O communication, needs about 30 minutes. To get detailed insight, it is important to choose a set of patterns that reflects typical application kernels.

**Effective Bandwidth Benchmark:** The effective bandwidth benchmark \( (b_{\text{eff}}) \) measures the accumulated bandwidth of the communication network of parallel and/or distributed computing systems. Several message sizes, communication patterns, and methods are used. A fundamental difference between the classical ping-pong benchmarks and this effective bandwidth benchmark is that all processes are sending messages to neighbors in parallel, i.e., at the same time. The algorithm uses an average to take into account that short and long messages are transferred with different bandwidth values in real application scenarios. The result of this benchmark is a single number, called the effective bandwidth.

**Effective I/O Bandwidth Benchmark:** Most parallel I/O benchmarks and benchmarking studies characterize the hardware and file system performance limits [1, 5]. Often, they focus on determining conditions that maximize file system performance. To formulate \( b_{\text{eff}, \text{io}} \), we first consider the likely I/O requests of parallel applications using the MPI-I/O interface [7]. This interface serves both to express the user’s needs in a concise fashion and to allow for optimized implementations based on the underlying file system characteristics [2, 9, 11]. Based on our benchmarking goals, note that the effective I/O bandwidth benchmark \( (b_{\text{eff}, \text{io}}) \) should measure different access patterns, report the detailed results, and calculate an average I/O bandwidth value that characterizes the whole system. Notably, I/O benchmark measures the bandwidth of data transfers between memory and disk. Such measurements are (1) highly influenced by buffering mechanisms of the underlying I/O middleware and filesystem details, and (2) high I/O bandwidth on disk requires, especially on striped filesystems, that a large amount of data must be transferred between these buffers and disk. On well-balanced systems an I/O bandwidth should be sufficient to write or read the total memory in approximately 10 minutes. Based on this rule, an I/O benchmark should be able to examine several patterns in 30 minutes accounting for buffer effects.

## 2 Multidimensional Benchmarking Space

Often, benchmark calculations sample only a small subspace of a multidimensional parameter space. One extreme example is to measure only one point. Our goal here is to sample a reasonable amount of the relevant space.

**Effective Bandwidth Benchmark:** For communication benchmarks, the major parameters are message size, communication patterns, (how many processes are communicating in parallel, how many messages are sent in parallel and which communication graph is used), and at least the communication method (MPI_Sendrecv, nonblocking or collective communication, e.g., MPI_Alltoall). For \( b_{\text{eff}} \), 21 different message sizes are used, 13 fixed sizes (1 byte to 4 kb)
and 8 variable sizes (from 4 kb to the 1/128 of the memory of each processor). The communication graphs are defined in two groups, (a) as rings of different sizes and (b) by a random polygon. Details are discussed later in the definition of the b_eff benchmark. A first approach [16,17] was based on the bi-section bandwidth, but it has violated some of the benchmarking rules defined in [3,4]. Therefore a redesign was necessary.

**Effective I/O Bandwidth Benchmark:** For I/O benchmarking, a huge number of parameters exist. We divide the parameters into 6 general categories. At the end of each category in the following list, a first hint about handling these aspects in b_eff_io is noted. The detailed definition of b_eff_io is given in Sec. 4.

1. **Application parameters** are (a) the size of contiguous chunks in the memory, (b) the size of contiguous chunks on disk, which may be different in the case of scatter/gather access patterns, (c) the number of such contiguous chunks that are accessed with each call to a read or write routine, (d) the file size, (e) the distribution scheme, e.g., segmented or long strides, short strides, random or regular, or separate files for each node, and (f) whether or not the chunk size and alignment are wellformed, e.g., a power of two or a multiple of the striping unit. For b_eff_io, 36 different patterns are used to cover most of these aspects.

2. **Usage parameters** are (a) how many processes are used and (b) how many parallel processors and threads are used for each process. To keep these parameters outside of the benchmark, b_eff_io is defined as a maximum over these parameters and one must report the usage parameters used to achieve this maximum. Filesystem parameters are also outside the scope of b_eff_io.

3. The major programming interface parameter is specification of which I/O interface is used: Posix I/O buffered or raw, special filesystem I/O of the vendor’s filesystem, or MPI-I/O, which is a standard designed for high-performance parallel I/O [12] and therefore used in b_eff_io.

4. MPI-I/O defines the following orthogonal parameters: (a) access methods, i.e., first writing of a file, rewriting or reading, (b) positioning method, (c) collective or noncollective coordination, (d) synchronism, i.e., blocking or not. For b_eff_io there is no overlap of I/O and computation, therefore only blocking calls are used. Because explicit offsets are semantically identical to individual file pointers, only the individual and shared file pointers are benchmarked. All three access methods and five different pattern types implement a major subset of this parameter space.

For the design of b_eff_io, it is important to choose the grid points based more on general application needs than on optimal system behavior. These needs were a major design goal in the standardization of MPI-2 [7]. Therefore the b_eff_io pattern types were chosen according to the key features of MPI-2. The exact definition of the pattern types are given in Sec. 4 and Fig 1.

## 3 The Effective Bandwidth: Definition and Results

The effective bandwidth is defined as (a) a logarithmic average over the ring patterns and the random patterns, (b) using the average over all message sizes,
(c) and the maximum over all the three communication methods (d) of the bandwidth achieved for the given pattern, message size and communication method. As formula, the total definition can be expressed as:

$$b_{\text{eff}} = \log_{av} g$$

\[
\log_{av_{\text{ringpat.s}}} (\log_{av_{\text{grandcompat.s}}} (\log_{av_{\text{maxthd}}} (\log_{av_{\text{maxthd}}} (b_{\text{ringpat.s}}, L_{\text{thd}}, rep))))
\]

with \(b_{\text{pat}, L_{\text{thd}}, \text{rep}} = L \times \) (total number of messages of a pattern "pat") * looplength / (maximum time on each process for executing the communication pattern looplength times)

Additional rules are: Each measurement is repeated 3 times (rep = 1..3). The maximum bandwidth of all repetitions is used (see \(\log_{av_{\text{maxthd}}} \) in the formula above). Each pattern is programmed with three methods. The maximum bandwidth of all methods is used (\(\log_{av_{\text{maxthd}}} \)). The measurement is done for different sizes of a message. The message length \(L\) has the following 21 values: \(L = 1B, 2B, 4B, ... 2kB, 4kB, 4kB^*(a*1), 4kB^*(a*2), ..., 4kB^*(a*8)\) with and \(4kB^*(a*8) = L_{\text{max}}\) and \(L_{\text{max}} = \) (memory per processor) / 128 and looplength = 300 for the shortest message. The looplength is dynamically reduced to achieve an execution time for each loop between 2.5 and 5 msec. The minimum looplength is 1. The average of the bandwidth of all messages sizes is computed (\(\sum_{L}(\ldots)/21\)). A set of ring patterns and random patterns is used (see details section below). The average for all ring patterns and the average of all random patterns is computed on the logarithmic scale (geometric average): \(\log_{av_{\text{ringpatterns}}} \) and \(\log_{av_{\text{randompatterns}}} \). Finally the effective bandwidth is the logarithmic average of these two values: \(\log_{av}(\log_{av_{\text{ringpatterns}}}, \log_{av_{\text{randompatterns}}})\).

Only for the detailed analysis of the communication behavior, the following additional patterns are measured: a worst case cycle, a best and a worst bi-section, the communication of a two dimensional Cartesian partitioning in the both directions separately and together, the same for a three dimensional Cartesian partitioning, a simple ping-pong between the first two MPI processes.

**On communication methods:** The communication is programmed with several methods. This allows the measurement of the effective bandwidth independent of which MPI methods are optimized on a given platform. The maximum bandwidth of the following methods is used: (a) MPI\_Sendrecv, (b) MPI\_Alltoall, and (c) nonblocking with MPI\_Irecv and MPI\_Isend and MPI\_Waitall.

**On communication patterns:** To produce a balanced measurement on any network topology, different communication patterns are used: Each node sends, in each measurement, a messages to its left neighbor in a ring and receives such a message from its right neighbor. Afterwards it sends a message back to its right neighbor and receives such a message from its left neighbor. Using the method MPI\_Sendrecv, the two messages are sent one after the other in each node, if a ring has more than 2 processes. In all other cases, the two messages may be sent in parallel by the MPI implementation. Six ring patterns are used based on a one dimensional cyclic topology on MPI\_COMM\_WORLD: In the first ring pattern, all rings have the size 2 (except the last ring which may have the size 2 or three). In the 2nd and 3rd ring pattern, the size of each ring is 4 and 8 (except last
Table 1. Effective Benchmark Results

<table>
<thead>
<tr>
<th>System</th>
<th>number of processors</th>
<th>b_{eff} per proc.</th>
<th>b_{eff} per proc.</th>
<th>L_{max} ping-pong bandwidth</th>
<th>b_{eff} at L_{max} per proc.</th>
<th>b_{eff} at L_{max} per proc.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distributed memory systems</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cray T3E/9860[512]</td>
<td>512</td>
<td>19919</td>
<td>304 MB/MB</td>
<td>336.56 GB</td>
<td>98.6 MB/MB</td>
<td>193.7 MB/MB</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>15651</td>
<td>304 MB/MB</td>
<td>336.56 GB</td>
<td>98.6 MB/MB</td>
<td>193.7 MB/MB</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>5620</td>
<td>447 MB/MB</td>
<td>336.56 GB</td>
<td>99.3 MB/MB</td>
<td>195.4 MB/MB</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>3150</td>
<td>447 MB/MB</td>
<td>336.56 GB</td>
<td>100 MB/MB</td>
<td>196.4 MB/MB</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>1524</td>
<td>447 MB/MB</td>
<td>336.56 GB</td>
<td>101 MB/MB</td>
<td>197.4 MB/MB</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>1570</td>
<td>447 MB/MB</td>
<td>336.56 GB</td>
<td>103 MB/MB</td>
<td>199.4 MB/MB</td>
</tr>
<tr>
<td>Hitachi SX80C round-robin</td>
<td>128</td>
<td>3995</td>
<td>291 MB/MB</td>
<td>770.16 GB</td>
<td>98.6 MB/MB</td>
<td>105.7 MB/MB</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>915</td>
<td>388 MB/MB</td>
<td>741.26 GB</td>
<td>115 MB/MB</td>
<td>110.6 MB/MB</td>
</tr>
<tr>
<td>Hitachi SX80C sequential</td>
<td>24</td>
<td>1800</td>
<td>388 MB/MB</td>
<td>954.56 GB</td>
<td>220 MB/MB</td>
<td>400 MB/MB</td>
</tr>
<tr>
<td>Hitachi S5220</td>
<td>15</td>
<td>525</td>
<td>397 MB/MB</td>
<td>3415 MB/MB</td>
<td>9 MB/MB</td>
<td>9 MB/MB</td>
</tr>
<tr>
<td><strong>Shared memory systems</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEC SX-5/S8</td>
<td>4</td>
<td>5343</td>
<td>1366 MB/MB</td>
<td>354.37 GB</td>
<td>870 MB/MB</td>
<td>878 MB/MB</td>
</tr>
<tr>
<td>NEC SX-4/32</td>
<td>10</td>
<td>9670</td>
<td>647 MB/MB</td>
<td>562.50 GB</td>
<td>314 MB/MB</td>
<td>324.2 MB/MB</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>9708</td>
<td>647 MB/MB</td>
<td>562.50 GB</td>
<td>314 MB/MB</td>
<td>324.2 MB/MB</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>6062</td>
<td>946 MB/MB</td>
<td>335.88 GB</td>
<td>369 MB/MB</td>
<td>367 MB/MB</td>
</tr>
<tr>
<td>HP 9000</td>
<td>4</td>
<td>435</td>
<td>828 MB/MB</td>
<td>1183 MB/MB</td>
<td>104 MB/MB</td>
<td>104 MB/MB</td>
</tr>
<tr>
<td>SGI EPIC SV140/6/8</td>
<td>15</td>
<td>1445</td>
<td>964 MB/MB</td>
<td>994.59 GB</td>
<td>373 MB/MB</td>
<td>375 MB/MB</td>
</tr>
</tbody>
</table>

rings, see [14]). In the 4th and 5th ring pattern the standard ring size is max(16, size/4) and max(32, size/2). And in the 6th ring pattern, one ring includes all processes. For the random patterns, one ring with all processes is used, but the processes are sorted by random ranks. The average is computed in two steps to guarantee that the ring patterns and random patterns are weighted the same.

**On maximum message size** L_{max}: On systems with sizeof(int)<64, L_{max} must be less or equal 128 MB, i.e., L_{max} = min(128 MB, (memory per processor)/128); on all other systems L_{max} is equal to the 128th of the memory per processor.

**Averaging method:** The effective bandwidth value should represent the accumulated communication capability of the total system usable for large-scale applications. The geometric mean, i.e., the average on the logarithmic values, is chosen because it takes all network components into account. Thus the fastest connection and the slowest one are considered. The arithmetic mean is not used because the average would never be less than 50\%^1 of the fastest bandwidth value and thus the lower bound of the average is independent of the magnitude of the lowest measured value, i.e., the speed of the weakest network component.

**Latency:** For small message sizes, the b_{eff} value is dominated by latency effects, starting with a message size of one byte. The value b_{eff per process} is determined mainly by the asymptotic bandwidth (b_{\infty}) and by the message size that is necessary to achieve a significant part of b_{\infty}. If the transfer time t is modeled by latency + message size/b_{\infty}, then b_{\infty}/2 is achieved if the message size is larger than latency * b_{\infty}. This product can be viewed as a characteristic value for the balance of latency and bandwidth. The first 13 message sizes are fixed, i.e., independent of the memory size of the system, to reduce the influence

---

1 50% in the case of averaging two values. (One Hundred%/n in the case of n values.)
of the memory size on calculating $b_{\text{eff}}$ per process as function of latency and $b_\infty$. The upper 9 message sizes depend on the memory size and reflect that the size of a large application's message typically scales with the application's data size, which in turn scales with the size of the available memory.

### 3.1 Effective Benchmark Results

Table 1 shows some results on distributed and shared memory platforms. On some platforms, either the total system was not available for the measurements or the system was not configured to be used by one dedicated MPI application. But the $b_{\text{eff}}$ per processor column extrapolates to the network performance if all processors are communicating to a neighbor. On shared memory platforms, the results generally reflect half of the memory-to-memory copy bandwidth because most MPI implementations have to buffer the message in a shared memory section. To compare these results with the traditional asymptotic ping-pong bandwidth for large message sizes, one should remember that $b_{\text{eff}}$ is defined as an average over several message sizes. In the last three columns, the result is based only on the maximum message size $L_{\text{max}}$. In the last column, only the ring patterns are used. Comparing the last two columns, we see the negative effect of random neighbor locations. Comparing the last column with ping-pong results from the vendor we see the impact of communicating in parallel on each processor. For example, on a T3E the asymptotic ping-pong bandwidth is about 300 MByte/s for 2 processors. In contrast, $b_{\text{eff}}$ per processor is 210 MByte/s. For ring patterns, there is virtually no degradation for larger number of processes.

The measurement protocols can be found in [10]. The Hitachi results depend on the numbering of the MPI processes on the cluster of SMP nodes: round-robin means, that the numbering starts with the first processor on each SMP node, sequential means, that first all processors of the first SMP node are used, and so on. The numbering has a heavy impact on the communication bandwidth of the ring patterns and therefore of the $b_{\text{eff}}$ result.

### 4 The I/O Benchmark: Definition and Results

The effective I/O bandwidth benchmark measures the following aspects:

- a set of partitions: a partition is defined by the number of nodes used for the $b_{\text{eff,io}}$ benchmark and - if a node is a multiprocessor node - by the number of MPI processes on each node,
- the access methods initial write, rewrite, and read,
- the pattern types (see Fig. 1): (0) strided collective access, scattering large chunks in memory with size $L$ each with one MPI-I/O call to/from disk chunks with size $t$; (1) strided collective access, but one read or write call per disk chunk; (2) noncollective access to one file per MPI process, i.e., on separated files; (3) is the same as (2), but the individual files are assembled to one segmented file; (4) is the same as (3), but the access to the segmented file is done with collective routines. For each pattern type, an individual file is used.
- the contiguous chunk size is chosen wellformed, i.e., as a power of 2, and non-wellformed by adding 8 bytes to the wellformed size,
different chunk sizes, mainly 1 kB, 32 kB, 1 MB, and the maximum of 2 MB and 1/128 of the memory size of a node executing one MPI process. The total list of patterns is shown in Table 2. A pattern is a pattern type combined with a fixed chunk size and alignment of the first byte\(^2\). The column “\(l\)” defines the contiguous chunks that are written from memory to disk and vice versa. The value \(M_{\text{PART}}\) is defined as \(\max(2\,\text{MB}, \text{memory of one node} / 128)\). The column “\(L\)” defines the contiguous chunk in the memory. In case of pattern type (0), non-contiguous fileviews are used. If \(l\) is less than \(L\), then in each MPI-I/O read/write call, the \(L\) bytes in memory are scattered/gathered to/from the portions of \(l\) bytes at the different locations on disk, see the leftmost scenario in Fig. 1. In all other cases, the contiguous chunk handled by each call to MPI\_Write or MPI\_Read is equivalent in memory and on disk. This is denoted by “\(=\)” in the \(L\) column. \(U\) is a time unit.

Each pattern is benchmarked by repeating the pattern for a given amount of time. For write access, this loop is finished with a call to MPI\_File\_sync. This time is given by the allowed time for a whole partition, e.g., \(T = 15\) minutes, multiplied by \(U / \Sigma U / 3\), as given in the table. This time-driven approach allows one to limit

\(^2\) The alignment is implicitly defined by the data written by all previous patterns in the same pattern type

---

Table 2. The pattern details used in bfile\_io

<table>
<thead>
<tr>
<th>Pattern Type</th>
<th>No.</th>
<th>(l)</th>
<th>(L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C: scatter, collect</td>
<td>1</td>
<td>(1,\text{MB})</td>
<td>(=1)</td>
</tr>
<tr>
<td>2</td>
<td>(1,\text{MB})</td>
<td>(=1)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(1,\text{MB})</td>
<td>(=1)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(1,\text{MB})</td>
<td>(=1)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(1,\text{MB})</td>
<td>(=1)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(32,\text{kB}+8\text{B})</td>
<td>(=1)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(1,\text{MB}+8\text{B})</td>
<td>(=1)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(1,\text{MB}+8\text{B})</td>
<td>(=1)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pattern Type</th>
<th>No.</th>
<th>(l)</th>
<th>(L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T: segmented, collective</td>
<td>31</td>
<td>fill up segments</td>
<td>(=)</td>
</tr>
<tr>
<td>32</td>
<td>same as patterns 17-24</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(\Sigma U = 0.1\)
the total execution time. For the pattern types (3) and (4) a fixed segment size must be computed before starting the pattern of these types. Therefore, the time-driven approach is substituted by a size-driven approach, and the repeating factors are initialized based on the measurements for types (0) to (2).

The $b_{\text{eff}, \text{io}}$ value of one pattern type is defined as the total number of transferred bytes divided by the total amount of time from opening till closing the file. The $b_{\text{eff}, \text{io}}$ value of one access method is defined as the average of all pattern types with double weighting of the scattering type. The $b_{\text{eff}, \text{io}}$ value of one partition is defined as the average of the access methods with the weights 25% for initial write, 25% for rewrite, and 50% for read. The $b_{\text{eff}, \text{io}}$ of a system is defined as the maximum over any $b_{\text{eff}, \text{io}}$ of a single partition of the system, measured with a scheduled execution time $T$ of at least 15 minutes. This definition permits the user of the benchmark to freely choose the usage aspects and enlarge the total filesize as desired. The minimum filesize is given by the bandwidth for an initial write multiplied by 300 sec (= 15 minutes / 3 access methods). For using this benchmark to compare systems as in the TOP 500 list, more restrictive rules are under development.

4.1 Comparing Systems Using $b_{\text{eff}, \text{io}}$

First, we test $b_{\text{eff}, \text{io}}$ on two systems, the Cray T3E900-512 at HLRS/RUS in Stuttgart and an RS 6000/SP system at LLNL called “blue Pacific.” Figure 2 shows the $b_{\text{eff}, \text{io}}$ values for different partition sizes and different values of $T$, the time scheduled for benchmarking one partition. All measurements were taken in a non-dedicated mode.

Besides the different absolute values that correlate to the amount of memory in each system, one can see very different behavior. For the T3E, the maximum is reached at 32 application processes, with little variation from 8 to 128 processors, i.e., the I/O bandwidth is a global resource. In contrast, on the IBM SP the I/O bandwidth tracks the number of compute nodes until it saturates. In general, an application only makes I/O requests for a small fraction of the compute time. On large systems, such as those at the High-Performance Com-
Fig. 3. Comparison of the results for optimal numbers of processes on
- IBM RS 6000/SP blue Pacific at LLNL, 128 nodes used, \( b_{\text{eff, I/O}} = 63 \) MB/s,
- Cray T3E-900/512 at HLRS, 32 PEs used, \( b_{\text{eff, I/O}} = 57 \) MB/s [13],
- NEC SX-3/5Bc/32M2 at HLRS, 4 CPUs used, \( b_{\text{eff, I/O}} = 60 \) MB/s.

The \( b_{\text{eff, I/O}} \) benchmark gives also a detailed insight into the I/O bandwidth for several chunk sizes and patterns. The bandwidth is reported in a table that can be plotted as in the pictures shown in each column in Fig 3. The two diagrams in each column show the bandwidth achieved for writing and reading with different patterns and chunk sizes. The \( \text{rewritten} \)-diagrams are omitted because they show similar values as the \( \text{writing} \)-diagrams on these platforms. On each diagram, the bandwidth is plotted on a logarithmic scale, separately for each pattern type and as a function of the chunk size. The chunk size on disk is shown on a pseudo-logarithmic scale. The points labeled “+8” are the non-wellformed counterparts of the power of two values. The maximum chunk size is different on the systems because the maximum chunk size was chosen proportional to the usable memory size per node to reflect the scaling up of applications on larger systems. Further topics on \( b_{\text{eff, I/O}} \) results are discussed in [6].
In general, our results show that the b_{eff} benchmark is a very fast method to analyze the parallel I/O capabilities available for applications using the standardized MPI-I/O programming interface. The resulting b_{eff} value summarizes I/O capabilities of a system in one significant I/O bandwidth value.

5 The Time-Driven Approach

Figure 2 shows interesting results. There is a difference between the maximum I/O bandwidth and the sampled bandwidth for several partition sizes. In the redesign from release 0.x to 1.x we have incorporated that the averaging for each pattern type can not be done by using the average of the bandwidth values for all chunk sizes. The bandwidth of one pattern must be computed as the total amount of transferred data divided by the total amount of time used for all chunk sizes. With this approach, it is possible to reduce caching effects and to allow a total scheduled time of 30 minutes for measuring all five patterns with the three access directions (write, rewrite, read) for one compute partition size.

Both benchmarks are proposed for the Top Clusters list [18]. For this, the I/O benchmark can be done automatically in 30 minutes for three compute partition sizes. This is implemented by reorganizing the sequence of the experiments: First, all files are written with the three different compute partition sizes, followed by rewriting, and then by all reading. Additionally, the rewriting experiments only use pattern type 0. Of course, if one wants to achieve very specific results, one can run this b_{eff} release 2.0 benchmark for the longer time period and with all rewriting patterns included.

6 Summary and Future Work

In this paper we have described in detail two benchmarks, the effective bandwidth and its I/O counterpart. We use these two benchmarks to characterize the performance of common computing platforms. We have shown how these benchmarks can provide both detailed insight into the performance of high-performance platforms and how they can reduce these data to a single number averaging important information about that system’s performance. We give suggestions for interpreting and improving the benchmarks, and for testing the benchmarks on one’s own system.

We plan to use this benchmark to compare several additional systems. Both benchmarks will also be enhanced to write an additional output that can be used in the SkAmpi comparison page [15].
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