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Abstra
t. We des
ribe the design and MPI implementation of twoben
hmarks 
reated to 
hara
terize the balan
ed system performan
e ofhigh-performan
e 
lusters and super
omputers: b e�, the 
ommuni
ation-spe
i�
 ben
hmark examines the parallel message passing performan
eof a system, and b e� io, whi
h 
hara
terizes the e�e
tive I/O band-width. Both ben
hmarks have two goals: a) to get a detailed insightinto the performan
e strengths and weaknesses of di�erent parallel 
om-muni
ation and I/O patterns, and based on this, b) to obtain a singlebandwidth number that 
hara
terizes the average performan
e of thesystem namely 
ommuni
ation and I/O bandwidth. Both ben
hmarksuse a time-driven approa
h and loop over a variety of 
ommuni
ationand a

ess patterns to 
hara
terize a system in an automated fashion.Results of the two ben
hmarks are given for several systems in
ludingIBM SPs, Cray T3E, NEC SX-5, and Hita
hi SR 8000. After a redesignof b e� io, I/O bandwidth results for several 
ompute partition sizes area
hieved in an appropriate time for rapid ben
hmarking.1 Introdu
tion and Design CriteriaChara
terization of a system's usable performan
e requires more than vendor-supplied tables su
h as peak performan
e or memory size. On the other hand,a simple number 
hara
terizing the 
omputational speed (as detailed by theTOP500 �gures [8℄) has mu
h appeal in giving both the user of a system andthose pro
uring a new system a basis for qui
k 
omparison. Su
h appli
ationperforman
e statisti
s are vital and most often quoted in press releases, yetdo not tell the whole story. Usable high-performan
e systems require a balan
ebetween this 
omputational speed and other aspe
ts in parti
ular 
ommuni
ations
alability and I/O performan
e. We fo
us on these latter areas.There are several 
ommuni
ation test suites that serve to 
hara
terize relative
ommuni
ation performan
e and I/O performan
e. The key 
on
ept that di�er-entiates the e�e
tive bandwidth ben
hmarks des
ribed here from these othertest suites is the use of sampling te
hniques to automati
ally s
an a subset ofthe parameter spa
e and pi
k out key features, followed by averaging and useof maxima to 
ombine the results into a single numeri
al value. But this single
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evalue is only half of our goal. The detailed insight given by the numerous re-sults for ea
h measured pattern is the se
ond salient feature. Additionally, bothben
hmarks are optimized in their exe
ution time; b e� needs about 3-5 minutesto examine its 
ommuni
ation patterns, and b e� io, adjusted appropriately forthe slower I/O 
ommuni
ation, needs about 30 minutes. To get detailed insight,it is important to 
hoose a set of patterns that re
e
ts typi
al appli
ation kernels.E�e
tive Bandwidth Ben
hmark: The e�e
tive bandwidth ben
hmark (b e�)measures the a

umulated bandwidth of the 
ommuni
ation network of paralleland/or distributed 
omputing systems. Several message sizes, 
ommuni
ationpatterns, and methods are used. A fundamental di�eren
e between the 
lassi
alping-pong ben
hmarks and this e�e
tive bandwidth ben
hmark is that all pro-
esses are sending messages to neighbors in parallel, i.e., at the same time. Thealgorithm uses an average to take into a

ount that short and long messages aretransferred with di�erent bandwidth values in real appli
ation s
enarios. Theresult of this ben
hmark is a single number, 
alled the e�e
tive bandwidth.E�e
tive I/O Bandwidth Ben
hmark: Most parallel I/O ben
hmarks andben
hmarking studies 
hara
terize the hardware and �le system performan
elimits [1, 5℄. Often, they fo
us on determining 
onditions that maximize �le sys-tem performan
e. To formulate b e� io, we �rst 
onsider the likely I/O requestsof parallel appli
ations using the MPI-I/O interfa
e [7℄. This interfa
e serves bothto express the user's needs in a 
on
ise fashion and to allow for optimized imple-mentations based on the underlying �le system 
hara
teristi
s [2, 9, 11℄. Basedon our ben
hmarking goals, note that the e�e
tive I/O bandwidth ben
hmark(b e� io) should measure di�erent a

ess patterns, report the detailed results,and 
al
ulate an average I/O bandwidth value that 
hara
terizes the whole sys-tem. Notably, I/O ben
hmark measures the bandwidth of data transfers betweenmemory and disk. Su
h measurements are (1) highly in
uen
ed by bu�eringme
hanisms of the underlying I/O middleware and �lesystem details, and (2)high I/O bandwidth on disk requires, espe
ially on striped �lesystems, that alarge amount of data must be transferred between these bu�ers and disk. Onwell-balan
ed systems an I/O bandwidth should be suÆ
ient to write or readthe total memory in approximately 10 minutes. Based on this rule, an I/Oben
hmark should be able to examine several patterns in 30 minutes a

ountingfor bu�er e�e
ts.2 Multidimensional Ben
hmarking Spa
eOften, ben
hmark 
al
ulations sample only a small subspa
e of a multidimen-sional parameter spa
e. One extreme example is to measure only one point. Ourgoal here is to sample a reasonable amount of the relevant spa
e.E�e
tive Bandwidth Ben
hmark: For 
ommuni
ation ben
hmarks, the ma-jor parameters are message size, 
ommuni
ation patterns, (how many pro
essesare 
ommuni
ating in parallel, how many messages are sent in parallel andwhi
h 
ommuni
ation graph is used), and at least the 
ommuni
ation method(MPI Sendre
v, nonblo
king or 
olle
tive 
ommuni
ation, e.g., MPI Alltoallv).For b e�, 21 di�erent message sizes are used, 13 �xed sizes (1 byte to 4 kb)
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h. 3and 8 variable sizes (from 4 kb to the 1/128 of the memory of ea
h pro
essor).The 
ommuni
ation graphs are de�ned in two groups, (a) as rings of di�erentsizes and (b) by a random polygon. Details are dis
ussed later in the de�nitionof the b e� ben
hmark. A �rst approa
h [16, 17℄ was based on the bi-se
tionbandwidth, but it has violated some of the ben
hmarking rules de�ned in [3, 4℄.Therefore a redesign was ne
essary.E�e
tive I/O Bandwidth Ben
hmark: For I/O ben
hmarking, a huge num-ber of parameters exist. We divide the parameters into 6 general 
ategories. Atthe end of ea
h 
ategory in the following list, a �rst hint about handling theseaspe
ts in b e� io is noted. The detailed de�nition of b e� io is given in Se
. 4.1. Appli
ation parameters are (a) the size of 
ontiguous 
hunks in the memory,(b) the size of 
ontiguous 
hunks on disk, whi
h may be di�erent in the
ase of s
atter/gather a

ess patterns, (
) the number of su
h 
ontiguous
hunks that are a

essed with ea
h 
all to a read or write routine, (d) the�le size, (e) the distribution s
heme, e.g., segmented or long strides, shortstrides, random or regular, or separate �les for ea
h node, and (f) whetheror not the 
hunk size and alignment are wellformed, e.g., a power of two ora multiple of the striping unit. For b e� io, 36 di�erent patterns are used to
over most of these aspe
ts.2. Usage parameters are (a) how many pro
esses are used and (b) how manyparallel pro
essors and threads are used for ea
h pro
ess. To keep theseparameters outside of the ben
hmark, b e� io is de�ned as a maximum overthese parameters and one must report the usage parameters used to a
hievethis maximum. Filesystem parameters are also outside the s
ope of b e� io.3. The major programming interfa
e parameter is spe
i�
ation of whi
h I/Ointerfa
e is used: Posix I/O bu�ered or raw, spe
ial �lesystem I/O of thevendor's �lesystem, or MPI-I/O, whi
h is a standard designed for high per-forman
e parallel I/O [12℄ and therefore used in b e� io.4. MPI-I/O de�nes the following orthogonal parameters: (a) a

ess methods,i.e., �rst writing of a �le, rewriting or reading, (b) positioning method, (
)
olle
tive or non
olle
tive 
oordination, (d) syn
hronism, i.e., blo
king ornot. For b e� io there is no overlap of I/O and 
omputation, therefore onlyblo
king 
alls are used. Be
ause expli
it o�sets are semanti
ally identi
alto individual �le pointers, only the individual and shared �le pointers areben
hmarked. All three a

ess methods and �ve di�erent pattern types im-plement a major subset of this parameter spa
e.For the design of b e� io, it is important to 
hoose the grid points based moreon general appli
ation needs than on optimal system behavior. These needs werea major design goal in the standardization of MPI-2 [7℄. Therefore the b e� iopattern types were 
hosen a

ording to the key features of MPI-2. The exa
tde�nition of the pattern types are given in Se
. 4 and Fig. 1.3 The E�e
tive Bandwidth: De�nition and ResultsThe e�e
tive bandwidth is de�ned as (a) a logarithmi
 average over the ringpatterns and the random patterns, (b) using the average over all message sizes,
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e(
) and the maximum over all the three 
ommuni
ation methods (d) of the band-width a
hieved for the given pattern, message size and 
ommuni
ation method.As formula, the total de�nition 
an be expressed as:b e� = logavg( logavgringpat:s (avgL (maxmthd (maxrep(bringpat:;L;mthd;rep ))) ); logavgrandompat:s (avgL (maxmthd (maxrep(brandompat:;L;mthd;rep ))) ) )with bpat;L;mthd;rep = L � (total number of messages of a pattern "pat") �looplength / (maximum time on ea
h pro
ess for exe
uting the 
ommuni
ationpattern looplength times)Additional rules are: Ea
h measurement is repeated 3 times (rep=1..3). The max-imum bandwidth of all repetitions is used (see maxmthd in the formula above).Ea
h pattern is programmed with three methods. The maximum bandwidth ofall methods is used (maxmthd). The measurement is done for di�erent sizes of amessage. The message length L has the following 21 values: L = 1B, 2B, 4B, ...2kB, 4kB, 4kB*(a**1), 4kB*(a**2), ... 4kB*(a**8) with and 4kB*(a**8) = Lmaxand Lmax = (memory per pro
essor) / 128 and looplength = 300 for the shortestmessage. The looplength is dynami
ally redu
ed to a
hieve an exe
ution time forea
h loop between 2.5 and 5 mse
. The minimum looplength is 1. The averageof the bandwidth of all messages sizes is 
omputed (sumL(...)/21). A set of ringpatterns and random patterns is used (see details se
tion below). The averagefor all ring patterns and the average of all random patterns is 
omputed on thelogarithmi
 s
ale (geometri
 average): logavgringpatterns and logavgrandompatterns.Finally the e�e
tive bandwidth is the logarithmi
 average of these two values:logavg(logavgringpatterns, logavgrandompatterns).Only for the detailed analysis of the 
ommuni
ation behavior, the follow-ing additional patterns are measured: a worst 
ase 
y
le, a best and a worstbi-se
tion, the 
ommuni
ation of a two dimensional Cartesian partitioning inthe both dire
tions separately and together, the same for a three dimensionalCartesian partitioning, a simple ping-pong between the �rst two MPI pro
esses.On 
ommuni
ation methods: The 
ommuni
ation is programmed with sev-eral methods. This allows the measurement of the e�e
tive bandwidth indepen-dent of whi
h MPI methods are optimized on a given platform. The maximumbandwidth of the following methods is used: (a) MPI Sendre
v, (b) MPI Alltoallv,and (
) nonblo
king with MPI Ire
v and MPI Isend and MPI Waitall.On 
ommuni
ation patterns: To produ
e a balan
ed measurement on anynetwork topology, di�erent 
ommuni
ation patterns are used: Ea
h node sends,in ea
h measurement, a messages to its left neighbor in a ring and re
eives su
h amessage from its right neighbor. Afterwards it sends a message ba
k to its rightneighbor and re
eives su
h a message from its left neighbor. Using the methodMPI Sendre
v, the two messages are sent one after the other in ea
h node, if aring has more than 2 pro
esses. In all other 
ases, the two messages may be sentin parallel by the MPI implementation. Six ring patterns are used based on a onedimensional 
y
li
 topology on MPI COMM WORLD: In the �rst ring pattern,all rings have the size 2 (ex
ept the last ring whi
h may have the size 2 or three).In the 2nd and 3rd ring pattern, the size of ea
h ring is 4 and 8 (ex
ept last
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h. 5System number b e� b e� Lmax ping- b e� b e� b e�of pro- per pro
. pong at per pro
. per pro
.
essors bandw. Lmax at Lmax at LmaxMByte/s MByte/s MB/s MB/s MByte/s ring pat.Distributed memory systemsCray T3E/900-512 512 19919 39 1 MB 330 50018 98 193256 10056 39 1 MB 330 22738 89 190128 5620 44 1 MB 330 12664 99 19564 3159 49 1 MB 330 7044 110 19224 1522 63 1 MB 330 3407 142 2052 183 91 1 MB 330 421 210 210Hita
hi SR 8000 round-robin 128 3695 29 8 MB 776 11609 90 10524 915 38 8 MB 741 2764 115 110Hita
hi SR 8000 sequential 24 1806 75 8 MB 954 5415 226 400Hita
hi SR 2201 16 528 33 2 MB 1451 91 96Shared memory systemsNEC SX-5/8B 4 5439 1360 2 MB 35047 8762 8758NEC SX-4/32 16 9670 604 2 MB 50250 3141 32428 5766 641 2 MB 28439 3555 35524 2622 656 2 MB 14254 3564 3552HP-V 9000 7 435 62 8 MB 1135 162 162SGI Cray SV1-B/16-8 15 1445 96 4 MB 994 5591 373 375Table 1. E�e
tive Ben
hmark Resultsrings, see [14℄). In the 4th and 5th ring pattern the standard ring size is max(16,size/4) and max(32, size/2). And in the 6th ring pattern, one ring in
ludes allpro
esses. For the random patterns, one ring with all pro
esses is used, but thepro
esses are sorted by random ranks. The average is 
omputed in two steps toguarantee that the ring patterns and random patterns are weighted the same.On maximummessage size Lmax: On systems with sizeof(int)<64, Lmax mustbe less or equal 128 MB, i.e., Lmax =min(128 MB, (memory per pro
essor)/128);on all other systems Lmax is equal to the 128th of the memory per pro
essor.Averaging method: The e�e
tive bandwidth value should represent the a
-
umulated 
ommuni
ation 
apability of the total system usable for large-s
aleappli
ations. The geometri
 mean, i.e., the average on the logarithmi
 values, is
hosen be
ause it takes all network 
omponents into a

ount. Thus the fastest
onne
tion and the slowest one are 
onsidered. The arithmeti
 mean is not usedbe
ause the average would never be less than 50%1 of the fastest bandwidthvalue and thus the lower bound of the average is independent of the magnitudeof the lowest measured value, i.e., the speed of the weakest network 
omponent.Laten
y: For small message sizes, the b e� value is dominated by laten
y ef-fe
ts, starting with a message size of one byte. The value b e� per pro
ess isdetermined mainly by the asymptoti
 bandwidth (b1) and by the message sizethat is ne
essary to a
hieve a signi�
ant part of b1. If the transfer time t ismodeled by laten
y + messagesize=b1, then b1=2 is a
hieved if the messagesize is larger than laten
y � b1. This produ
t 
an be viewed as a 
hara
teristi
value for the balan
e of laten
y and bandwidth. The �rst 13 message sizes are�xed, i.e., independent of the memory size of the system, to redu
e the in
uen
e1 50% in the 
ase of averaging two values. (One Hundred%=n in the 
ase of n values.)
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eof the memory size on 
al
ulating b e� per pro
ess as fun
tion of laten
y andb1. The upper 9 message sizes depend on the memory size and re
e
t that thesize of a large appli
ation's message typi
ally s
ales with the appli
ation's datasize, whi
h in turn s
ales with the size of the available memory.3.1 E�e
tive Ben
hmark ResultsTable 1 shows some results on distributed and shared memory platforms. Onsome platforms, either the total system was not available for the measurementsor the system was not 
on�gured to be used by one dedi
ated MPI appli
ation.But the b e� per pro
essor 
olumn extrapolates to the network performan
e if allpro
essors are 
ommuni
ating to a neighbor. On shared memory platforms, theresults generally re
e
t half of the memory-to-memory 
opy bandwidth be
ausemost MPI implementations have to bu�er the message in a shared memoryse
tion. To 
ompare these results with the traditional asymptoti
 ping-pongbandwidth for large message sizes, one should remember that b e� is de�nedas an average over several message sizes. In the last three 
olumns, the resultis based only on the maximum message size Lmax. In the last 
olumn, only thering patterns are used. Comparing the last two 
olumns, we see the negativee�e
t of random neighbor lo
ations. Comparing the last 
olumn with ping-pongresults from the vendor we see the impa
t of 
ommuni
ating in parallel on ea
hpro
essor. For example, on a T3E the asymptoti
 ping-pong bandwidth is about300 MByte/s for 2 pro
essors. In 
ontrast, b e� per pro
essor is 210MByte/s. Forring patterns, there is virtually no degradation for larger number of pro
esses.The measurement proto
ols 
an be found in [10℄. The Hita
hi results depend onthe numbering of the MPI pro
esses on the 
luster of SMP nodes: round-robinmeans, that the numbering starts with the �rst pro
essor on ea
h SMP node,sequential means, that �rst all pro
essors of the �rst SMP node are used, andso on. The numbering has a heavy impa
t on the 
ommuni
ation bandwidth ofthe ring patterns and therefore of the b e� result.4 The I/O Ben
hmark: De�nition and ResultsThe e�e
tive I/O bandwidth ben
hmark measures the following aspe
ts:� a set of partitions: a partition is de�ned by the number of nodes used for theb e� io ben
hmark and { if a node is a multipro
essor node { by the numberof MPI pro
esses on ea
h node,� the a

ess methods initial write, rewrite, and read,� the pattern types (see Fig. 1): (0) strided 
olle
tive a

ess, s
attering large
hunks in memory with size L ea
h with one MPI-I/O 
all to/from disk 
hunkswith size l; (1) strided 
olle
tive a

ess, but one read or write 
all per disk
hunk; (2) non
olle
tive a

ess to one �le per MPI pro
ess, i.e., on separated�les; (3) is the same as (2), but the individual �les are assembled to onesegmented �le; (4) is the same as (3), but the a

ess to the segmented �le isdone with 
olle
tive routines. For ea
h pattern type, an individual �le is used.� the 
ontiguous 
hunk size is 
hosen wellformed, i.e., as a power of 2, and non-wellformed by adding 8 bytes to the wellformed size,
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file

memory

•••

PE 0 PE 1 PE 2 PE 3

lLpattern type 0 file

memory

PE 0 PE 1 PE 2 PE 3

pattern type 1 files

memory

PE 0 PE 1 PE 2 PE 3

pattern type 2 file

memory

PE 0 PE 1 PE 2 PE 3

L
SEGpattern type 3/4Fig. 1. Data transfer patterns used in b e� io. Ea
h diagram shows the data transferredby one MPI-I/O write 
all.Pattern l L UType No.0: 0 1 MB 1 MB 0s
atter, 1 MPART :=l 4
olle
t. 2 1 MB 2 MB 43 1 MB 1 MB 44 32 kB 1 MB 25 1 kB 1 MB 26 32 kB +8B 1 MB + 256B 27 1 kB +8B 1 MB + 8kB 28 1 MB +8B 1 MB + 8B 21: 9 1 MB :=l 0shared, 10 MPART :=l 4
olle
t. 11 1 MB :=l 212 32 kB :=l 113 1 kB :=l 114 32 kB +8B :=l 115 1 kB +8B :=l 116 1 MB +8B :=l 2

Pattern l L UType No.2: 17 1 MB :=l 0separated 18 MPART :=l 2�les, 19 1 MB :=l 2non-
oll. 20 32 kB :=l 121 1 kB :=l 122 32 kB +8B :=l 123 1 kB +8B :=l 124 1 MB +8B :=l 23: 25f same as patterns 17{24segmented, 33 �ll up segments :=l 0non-
oll.4: 34f same as patterns 25{33segmented,
olle
tive �U = 64Table 2. The pattern details used in b e� io� di�erent 
hunk sizes, mainly 1 kB, 32 kB, 1 MB, and the maximum of 2 MBand 1=128 of the memory size of a node exe
uting one MPI pro
ess.The total list of patterns is shown in Table 2. A pattern is a pattern type
ombined with a �xed 
hunk size and alignment of the �rst byte2. The 
olumn\l" de�nes the 
ontiguous 
hunks that are written from memory to disk andvi
e versa. The value MPART is de�ned as max(2MB, memory of one node /128). The 
olumn \L" de�nes the 
ontiguous 
hunk in the memory. In 
ase ofpattern type (0), non-
ontiguous �leviews are used. If l is less than L,, then inea
h MPI-I/O read/write 
all, the L bytes in memory are s
attered/gatheredto/from the portions of l bytes at the di�erent lo
ations on disk, see the left-most s
enario in Fig. 1. In all other 
ases, the 
ontiguous 
hunk handled by ea
h
all to MPI Write or MPI Read is equivalent in memory and on disk. This isdenoted by \:=l" in the L 
olumn. U is a time unit.Ea
h pattern is ben
hmarked by repeating the pattern for a given amount oftime. For write a

ess, this loop is �nished with a 
all to MPI File syn
. This timeis given by the allowed time for a whole partition, e.g., T =15 minutes, multipliedby U=�U=3, as given in the table. This time-driven approa
h allows one to limit2 The alignment is impli
itly de�ned by the data written by all previous patterns inthe same pattern type
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IBM SP Pacific blue
Cray T3E at HLRS

Hitachi SR8000 at HLRS
NEC SX-5 at HLRSFig. 2. Comparison of b e� io for di�erent numbers of pro
esses at HLRS and LLNL,measured partially without pattern type 3. Here T is in se
onds, b e� io releases 0.x(left pi
tures and NEC on right pi
ture) and release 1.x (right pi
ture).the total exe
ution time. For the pattern types (3) and (4) a �xed segmentsize must be 
omputed before starting the pattern of these types. Therefore, thetime-driven approa
h is substituted by a size-driven approa
h, and the repeatingfa
tors are initialized based on the measurements for types (0) to (2).The b e� io value of one pattern type is de�ned as the total number oftransferred bytes divided by the total amount of time from opening till 
losingthe �le. The b e� io value of one a

ess method is de�ned as the averageof all pattern types with double weighting of the s
attering type. The b e� iovalue of one partition is de�ned as the average of the a

ess methods with theweights 25% for initial write, 25% for rewrite, and 50% for read. The b e� ioof a system is de�ned as the maximum over any b e� io of a single partition ofthe system, measured with a s
heduled exe
ution time T of at least 15 minutes.This de�nition permits the user of the ben
hmark to freely 
hoose the usageaspe
ts and enlarge the total �lesize as desired. The minimum �lesize is givenby the bandwidth for an initial write multiplied by 300 se
 (= 15 minutes / 3a

ess methods). For using this ben
hmark to 
ompare systems as in the TOP500 list, more restri
tive rules are under development.4.1 Comparing Systems Using b e� ioFirst, we test b e� io on two systems, the Cray T3E900-512 at HLRS/RUS inStuttgart and an RS 6000/SP system at LLNL 
alled \blue Pa
i�
." Figure 2shows the b e� io values for di�erent partition sizes and di�erent values of T , thetime s
heduled for ben
hmarking one partition. All measurements were taken ina non-dedi
ated mode.Besides the di�erent absolute values that 
orrelate to the amount of memoryin ea
h system, one 
an see very di�erent behavior. For the T3E, the maximumis rea
hed at 32 appli
ation pro
esses, with little variation from 8 to 128 pro-
essors, i.e., the I/O bandwidth is a global resour
e. In 
ontrast, on the IBMSP the I/O bandwidth tra
ks the number of 
ompute nodes until it saturates.In general, an appli
ation only makes I/O requests for a small fra
tion of the
ompute time. On large systems, su
h as those at the High-Performan
e Com-
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Fig. 3. Comparison of the results for optimal numbers of pro
esses on{ IBM RS 6000/SP blue Pa
i�
 at LLNL, 128 nodes used, b e� io = 63 MB/s,{ Cray T3E-900/512 at HLRS, 32 PEs used, b e� io = 57 MB/s [13℄,{ NEC SX5-5Be/32M2 at HLRS, 4 CPUs used, b e� io = 60 MB/s.puting Center at Stuttgart and the Computing Center at Lawren
e LivermoreNational Laboratory, several appli
ations are sharing the I/O nodes, espe
iallyduring prime time usage. In this situation, I/O 
apabilities would not be re-quested by a signi�
ant proportion of the CPU's at the same time. \Hero" runs,where one appli
ation ties up the entire ma
hine for a single 
al
ulation are rarerand generally run during non-prime time. Su
h hero runs 
an require the fullI/O performan
e by all pro
essors at the same time. The middle diagram showsthat the RS 6000/SP �ts more to this latter usage model.The b e� io ben
hmark gives also a detailed insight into the I/O bandwidthfor several 
hunk sizes and patterns. The bandwidth is reported in a table that
an be plotted as in the pi
tures shown in ea
h 
olumn in Fig. 3. The two dia-grams in ea
h 
olumn show the bandwidth a
hieved for writing and reading withdi�erent patterns and 
hunk sizes. The rewriting-diagrams are omited be
ausethey show similar values as the writing-diagrams on these platforms. On ea
hdiagram, the bandwidth is plotted on a logarithmi
 s
ale, separately for ea
h pat-tern type and as a fun
tion of the 
hunk size. The 
hunk size on disk is shownon a pseudo-logarithmi
 s
ale. The points labeled \+8" are the non-wellformed
ounterparts of the power of two values. The maximum 
hunk size is di�erenton the systems be
ause the maximum 
hunk size was 
hosen proportional to theusable memory size per node to re
e
t the s
aling up of appli
ations on largersystems. Further topi
s on b e� io results are dis
ussed in [6℄.
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. of the Euro PVM/MPI 2001 Conf., Sep. 23{26, Santorini, Gree
eIn general, our results show that the b e� io ben
hmark is a very fast methodto analyze the parallel I/O 
apabilities available for appli
ations using the stan-dardized MPI-I/O programming interfa
e. The resulting b e� io value summa-rizes I/O 
apabilities of a system in one signi�
ant I/O bandwidth value.5 The Time-Driven Approa
hFigure 2 shows interesting results. There is a di�eren
e between the maximumI/O bandwidth and the sampled bandwidth for several partition sizes. In theredesign from release 0.x to 1.x we have in
orporated that the averaging forea
h pattern type 
an not be done by using the average of the bandwidth valuesfor all 
hunk sizes. The bandwidth of one pattern must be 
omputed as the totalamount of transfered data divided by the total amount of time used for all 
hunksizes. With this approa
h, it is possible to redu
e 
a
hing e�e
ts and to allow atotal s
heduled time of 30 minutes for measuring all �ve patterns with the threea

ess dire
tions (write, rewrite, read) for one 
ompute partition size.Both ben
hmarks are proposed for the Top Clusters list [18℄. For this, the I/Oben
hmark 
an be done automati
ally in 30 minutes for three 
ompute partitionsizes. This is implemented by reorganizing the sequen
e of the experiments: First,all �les are written with the three di�erent 
ompute partition sizes, followed byrewriting, and then by all reading. Additionally, the rewriting experiments onlyuse pattern type 0. Of 
ourse, if one wants to a
hieve very spe
i�
 results, one
an run this b e� io release 2.0 ben
hmark for the longer time period and withall rewriting patterns in
luded.6 Summary and Future WorkIn this paper we have des
ribed in detail two ben
hmarks, the e�e
tive band-width and its I/O 
ounterpart. We use these two ben
hmarks to 
hara
terizethe performan
e of 
ommon 
omputing platforms. We have shown how theseben
hmarks 
an provide both detailed insight into the performan
e of high-performan
e platforms and how they 
an redu
e these data to a single numberaveraging important information about that system's performan
e. We give sug-gestions for interpreting and improving the ben
hmarks, and for testing theben
hmarks on one's own system.We plan to use this ben
hmark to 
ompare several additional systems. Bothben
hmarks will also be enhan
ed to write an additional output that 
an be usedin the SKaMPI 
omparison page [15℄.A
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