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ABSTRACT

Many scientific applications perform computations on a Cartesian
grid. The common approach for the parallelization of these applica-
tions with MPI is domain decomposition. To help developers with
the mapping of MPI processes to subdomains, the MPI standard
provides the concept of process topologies. However, the current
interface causes problems and requires too much care in its us-
age: MPI_Dims_create does not take into account the application
topology and most implementations of MPI_Cart_create do not
consider the underlying network topology and node architecture.
To overcome these shortcomings, we defined a new interface that
includes application-aware weights to address the communication
needs of grid-based applications. The new interface provides a
hardware-aware factorization of the processes together with an op-
timized process mapping onto the underlying hardware resources.
The paper describes the underlying implementation, which uses a
new multi-level factorization and decomposition approach mini-
mizing slow inter-node communication. Benchmark results show
the significant performance gains on multi node NUMA systems.
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1 INTRODUCTION

Many scientific applications are implemented through computa-
tions on a Cartesian grid. The common approach for the paralleliza-
tion of these applications with MPI is domain decomposition. To
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help developers with the mapping of MPI processes to subdomains,
the MPI standard provides the concept of process topologies.

Two useful functions for Cartesian-type topologies are
MPI_Dims_create and MPI_Cart_create. While the first function
helps finding a factorization for a Cartesian process grid from a
given number of processes, the second function creates an MPI
Cartesian communicator from a given Cartesian process grid. How-
ever, this interface requires care in its usage as neither
MPI_Dims_create takes into account the application topology nor
MPI_Cart_create takes care of the underlying network topology
and node architecture of the system. This results into a problem
for today’s multi node NUMA systems because of the limited com-
munication bandwidth at the different hardware levels, namely
inter-node, inter-socket and inter-core communication.

Figure 1 shows different communication schemes (a) and the
corresponding duplex accumulated ring bandwidth per node (b)
for varying number of processes per node and process placements.
As expected, the limit of accumulated intra-CPU and intra-node
bandwidth (green and blue) is 8 times larger than the limit of ac-
cumulated node-to-node bandwidth (red and purple). To achieve
good performance it is therefore essential to make a better (or
the best) usage of the available bandwidth at the different levels:
Inter-node communication must be reduced in favor of intra-node
communication.

This paper addresses the optimization of communication pat-
terns that are analogous to the halo communication in a Cartesian
domain decomposition of a data mesh for a given application, as
shown in Figure 2. For given number of processes N on given multi-
level hierarchical hardware resources, number of dimensions, and
data mesh and halo sizes of the application, this paper describes
how to achieve an optimized factorization of N into the dimen-
sions d; of a Cartesian virtual process grid, and a mapping of the
application processes on the hardware resources in such a way that
the total communication time is minimized. Moreover, this paper
describes how an MPI library interface can be designed for this
purpose and how it can be implemented.

The paper is organized as follows: Section 2 will discuss re-
lated work. The background of the existing problem is outlined in
Section 2.1. Section 3 proposes a multi-level mapping strategy to
provide an application- and hardware-aware, optimized Cartesian
process topology. Sections 4 and 5 propose how this new strategy
can be included into the MPI standard and the MPI libraries, and
show details about our implementation of this process mapping.
Sections 6 and 7 present an example and benchmark results, includ-
ing hints for some further developments. Section 8 concludes this

paper.
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Figure 1: Duplex accumulated bandwidth benchmark: Mes-
sages are sent bidirectionally in rings.
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Figure 2: The global application data mesh with G = []; g;
elements, and its domain decomposition on N = []; d; pro-
cesses. The halo width is h;.

2 STATE OF THE ART

In order to specify the communication characteristics of an appli-
cation, the current MPI 3.1 standard [1] includes the MPI topology
mechanism. Therein, the MPI interface provides a convenient way
of process naming. The relation between communicating processes
builds topological patterns, which are referred to as virtual topol-
ogy. These topologies can be described with the provided naming
mechanism.
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Currently, the MPI standard supports three different virtual
topologies: Cartesian, graph, and distributed graph. For each topol-
ogy a specialized interface is provided. The Cartesian topology
interface allows to create corresponding communicators based on
the desired process grid dimensions, which implicitly define the
virtual topology. In contrast, the two graph topology interfaces are
based on the explicit user’s definition of the virtual topology graph
to create a corresponding communicator.

While the graph topology interfaces additionally allow to specify
weights reflecting the amount or frequency of communication be-
tween processes, the Cartesian topology lacks this feature, always
assuming equal weights. This clearly restricts the current optimiza-
tion opportunities to choose an optimal factorization of the given
number of processes into the sizes of the dimensions of the Carte-
sian process topology (for a given number of dimensions), but also
to reorder the process ranks to minimize the communication time
along the edges in the virtual Cartesian grid.

The difference between the two graph interfaces lies in their
scalability: In the graph interface, the entire topology information
is held by each process, while in the distributed graph interface,
each process holds only the topology information related to the
direct neighbors in the graph. Therefore, the graph interface has the
disadvantage of lacking scalability due to a quadratically increasing
memory footprint.

Beside the virtual topology, we must consider the topology of
the underlying physical hardware. At the moment, this topology
information is not exposed to the user via the MPI interface. How-
ever, the MPI standard states that the virtual topology information
can assist an MPI runtime in the efficient mapping of processes
onto the hardware. A variety of approaches to solve such a problem
of embedding the virtual topology graph into the hardware topol-
ogy graph were developed in the past. The embedding problem is
often also combined with the load balancing of the computations.
A variety of partitioning libraries exist to solve this task, such as
METIS, ParMETIS [12], SCOTCH [16], PT-SCOTCH [7], or others
[10]. Other approaches try to solve this problem using information
collected from application runs to optimize the placement of the
processes at launch time, e.g., via the mpich rank reorder method
provided on Cray systems [2].

While the embedding problem for general graphs is NP-hard,
polynomial solutions exist for relevant, special cases. One of those
special cases includes Cartesian topologies. One approach is there-
fore to handle Cartesian topologies as graphs and to apply similar
heuristics as for graph topologies [14]. Of course, such an approach
does not take into account the opportunities of optimizing the Carte-
sian factorization. Research has also been done for special optimiza-
tion of collective operations on hierarchical networks, e.g., [14, 18].
Note that an MPI library can choose a different rank-remapping
for each collective operation, i.e., independent of the mapping used
for Cartesian neighbor communication, as, e.g., proposed in this
paper. The importance of topology-aware optimizations on the way
to exascale was also shown before in [6]. Depending on the clus-
ter network itself, the re-ranking may also be optimized for the
hardware grid topology of the cluster network [4, 5, 19].



An MPI interface for application and hardware aware Cartesian topology opt. EuroMPI 2019, September 11-13, 2019, Ziirich, Switzerland

600 300
> 1800 — 1800
< ¢

v

=
2

2
n
<

580

290

I

Figure 3: Decomposition of a data mesh with 580 x 1800 grid
points onto 12 processes. Left: Suggestion from
MPI_Dims_create. Right: Optimal distribution.

Non-optimal communications:
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~— Only 12 CPU-to-CPU
<> 56 core-to-core

Figure 4: Process mapping to nodes, sockets and cores. Left:
Non-optimal default mapping behavior of
MPI_Cart_create. Right: Optimized placement suggested by
the multi-level decomposition in this work.

2.1 Background

At this point, there are three problems with the MPI API: First,
MPI_Dims_create computes only a process grid with dimensions
as close to each other as possible, e.g., based on the algorithm in
[20]. If the underlying data mesh of a simulation is not close to a
quadratic or cubic shape, the decomposition becomes non-optimal
[3]. Figure 3 shows an example of a 580 X 1800 mesh, which shall
be distributed across 12 processes. MPI_Dims_create will suggest

a 4 X 3 process grid for the virtual topology of the 12 processes.

However, assuming that all 12 processes are connected with links
that have the same performance, such a distribution is not optimal.
In this case, a 2 X 6 decomposition would be better, as it would lead
to almost quadratic subdomains and therefore less communication
at the subdomain boundaries.

The second problem arises from calculating the factorization of
the number of MPI processes independently from the knowledge
of the underlying hardware.

The third problem arises from not optimized implementations
of MPI_Cart_create, which map the processes sequentially to the
processor grid as shown on the left side of Figure 4. This leads to
an unnecessary high amount of slow inter-node communication.
To compare, an optimized mapping, which takes into account the
network topology and the system architecture, is shown on the
right. This mapping problem is n general non-trivial, as shown in
[11].

All three problems are closely coupled and therefore have to be
solved together.

3 MAPPING STRATEGY

Hereinafter, the application topology is given as a d-dimensional
Cartesian mesh with a total of G = H‘iiz_ol gi elements, where g; are
the data mesh dimensions in directions i € [0, d—1]. The halo width
in direction i is h;, see Figure 2. The target system shall consist of
N nodes with P cores per node.

To achieve optimal domain decomposition and MPI process map-
ping for a given hardware topology, we present in the following
a multi-level optimization approach. The benchmark in Figure 1
shows that the node-to-node communication is dominant in the
whole communication overhead. Therefore, this communication
must be minimized first, i.e., our approach starts at the node level
and ends at the core level.

On each hardware level, from the coarsest to the finest, i.e., from
the slowest communication path to the fastest, the factorization
of the given amount of nodes into the d dimensions is calculated
in such a way that the surface per node in each direction is as
evenly balanced as possible. This approach is different from other
approaches based solely on graph mapping, because we influence
the factorization and therefore also the domain decomposition
complying with the given hardware constraints.

3.1 Grid decomposition at the node level

The application shall be run on N nodes. The domain decomposition
nodes form a d-dimensional Cartesian node topology with n; nodes
in the i-th dimension. It holds

N = nj . (1)

The communication within the application requires for each
node the exchange of halo data with its neighbors. The amount
of data to be transferred depends on the subdomain surface deter-
mined by its dimensions, so that the communication costs ¢ can be
described as
d-1
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The factors c; are additional cost factors (e.g., representing different
communication costs due to contiguous or strided data in different
directions).

The present goal is to reduce the inter-node communication
costs. This is achieved by finding a factorization (n;);-g._4_1, which
minimizes the sum in (2) under the condition (1).

3.2 Grid decomposition at the core level

After achieving an optimized node mapping, the same approach
is applied at the next hardware topology level for the subdomains.
The submesh at the new level has mesh dimensions g; = g;/n;.
Assuming the core level as the next level, we construct a Cartesian
core topology with dimensions p;. The communication costs ¢’ at
this level are now given by

1 d-1
ini . _ | | )
7n,~pi with P = Pi (3)

G’ ihi G
o =9— E cl_”pi 92—
9i i=0

i=0 1 NP i=0
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Again, we search a factorization (p;);—¢. 4—; that minimizes the
term in (3).

3.3 Multi-level decomposition

The approach shown so far for the node and core level can be
applied hierarchically to any number of hardware topology levels
by subsequently minimizing the communication costs

Hi:oN(k) = 9 ke
d-1

with NO = [ ]nl", )
i=0

starting from hardware topology level [ = 0. Input requirements
for this algorithm are the number of dimensions d and the number
N of nodes on each hardware level [ of L levels, e.g., the number
of ccNUMA nodes, the number of NUMA domains within each
ccNUMA node, and the number of cores per NUMA domain. The
product ﬂngol N® must be equal to the total number of MPI pro-

cesses N. The resulting dimensions (d;);—g._4—; of the Cartesian
O

process grid is defined by the product of the n;” over all hardware

levels: d; = ]_[lL;O1 ngl).

Based on this decomposition, a rank reordering can be finally
performed to create a new optimized MPI communicator. A result is
shown in Figure 4 with 2 dimensions and three levels, and (N (1)) =
(4,2,6).

A first implementation! showed execution times for the factor-
ization in the order of Jesper Trift’s algorithm [20].

4 EXTENSIONS TO THE EXISTING MPI
INTERFACE

The current MPI interface consists mainly of the two routines:
MPI_Dims_create, with the number of processes N and dimen-
sions d as input, and the factorization (n;);—¢. 4_1 as output, and
MPI_Cart_create, with a communicator consisting of a group of
processes on the given hardware resources, an appropriate factor-
ization, and a reorder flag as input, and a communicator reflecting
the Cartesian topology with the goal of an optimized reordering of
the processes if reorder=true as output. The major problem is that
the input of MPI_Dims_create does neither include any hardware
information nor any information about the ratio of the data mesh
sizes of the application, (g;);—g..4—1-

Consequently, the proposed interface is a combination of both
routines together with an additional input argument (w;);—o. 4-1
representing the communication needs of the application’s data
mesh. As seen above, optimization on each hardware level requires
the minimization of the sum G Z?:_()l C’g—};’n: with n} = ]_[i:0 nE.k).
Consequently, we define the weights w; as

wi =G (6)

Cihi
gi

1Our poster from 2018 [15] and a free implementation from Feb. 2019 in a form suitable
for MPI libraries are available at fs.hlrs.de/projects/par/mpi/EuroMPI2018-Cartesian
and latest results from this paper on fs.hlrs.de/projects/par/mpi/EuroMPI2019-
Cartesian
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Figure 5: Example with a comm_old with 48 processes, d = 2
dimensions, (w;) = (1./4,1./12), and 2 split types, e.g., split-
ting into 3 ccNUMA nodes, each consisting of 4 CPUs, with
each containing 4 cores. The level_comms[i] show this split-
ting of comm_old into hierarchical subcommunicators. The
renumbering in comm_cart should first minimize the com-
munication A (here, the communication between the cc-
NUMA nodes), then B (CPU to CPU communication), and
last C (core to core communication)

With this definition, the weights reflect the total communication
cost in one direction, i.e., before the data mesh is divided into
subdomains as shown in Figure 2, i.e., the total communication size
G% multiplied this additional cost factor c;.

This interface reflects the hardware resources through the com-
municator input argument and the application communication
needs through the weights input argument. In our proposal for
MPI-4.0 and in our implementation, we pass to the new routine the
weights as an array of double precision numbers. For the case of
equal weights, we reserve the constant MPI_WEIGHTS_EQUAL to be
passed as an alternative.

This interface is in principle independent from details regarding
the hardware resources. On the other hand, the proposed algorithm
above requires that the hardware is symmetric in structure, i.e., that
on each level I, the number of units N'Y) of the underlying level
is always identical, such that the communicator with N processes
can be characterized through N = ]_[f‘z_o1 N,

4.1 Further interfaces

Further interfaces and info arguments can be defined to directly
describe which hardware levels should be taken into account for
the multi-level factorization of N. This case can be defined through
split-types or split info arguments valid for MPI_Comm_split_type,
or by directly providing a hierarchical set of communicators as
shown in Figure 5.

A weighted factorization MPI_Dims_create_weighted should
also be provided as an MPI interface. Compared to
MPI_Dims_create, the argument list should additionally include
the weights array and an info argument.

This routine should find a factorization (n;);—g._4—; of N, which

d-1 win;.

minimizes the sum .77,
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5 IMPLEMENTATION
5.1 MPI_Dims_create_weighted

One of the key functions is MPI_Dims_create_weighted. It can
be implemented based on the brute-force algorithm developed by
Jesper Traff and Felix Liibbe [20]. Important is that this algorithm
does not traverse the whole space of possible factorizations, but
only traverses all factorizations with not strictly decreasing factors.
As selection criterion it uses only the difference between first and
last factor, dyp — d;_1, which is minimized.

For weighted factorization, one has to modify the algorithm as
follows.

First, the weights have to be sorted from the smallest to the
largest value, then the factorization must be realized with the sum-
criterion, and finally the sorting must be reverted such that the d;
fall in the correct sequence.

Second, as there can exist multiple solutions at this point, an
additional criteria is used, which targets another aspect of opti-
mization. If the sum criterion allows two different factorizations
with the same minimal sum, then the factorization with minimal
difference between largest and smallest factor shall be chosen. This
second criterion was the only one used in [20]. In this fashion more
“cubic shape”-like factorizations are favored. If there are still two
solutions with the same sum and the same difference, then one may
choose the factorization with the smallest largest factor. For exam-
ple, with equal data mesh sizes g;, 360 nodes can be factorized into
3 dimensions as 360=10x6x6 and 360=9x8x5, both having equal sum
Y. nj = 22 and difference ny — ng = 4. The first and second criterion
would allow both results, but the third would choose 9x8x5. For N <
10,000,000 and d between 2 and 10, there exist 4,630 factorizations
with identical sum and difference, e.g., with N < 10,000 and d = 3,
22x14x12=21x16x11, 21x16x15=20x18x14, and 26x16x15=24x20x13,
or for d = 4, 10xFx6x6=9x8xFx5 with F=6, 7, 8, or 9. Furthermore,
there are 6066 results in which the difference-criterion alone would
have implied a factorization that has a larger (and therefore worse)
sum, but only two cases for N below 50,000, for example N=35200
= 40x40x22 (with 3=102, A=18) = 44x32x25 (with =101, A=19).
Although these examples are rare cases, it is recommended to use
all three criteria.

5.2 MPI_Cart_create_weighted

This routine has to choose which hardware levels are used. This
may be based on information detected at the installation of the MPI
library. Then, the comm_old can be accordingly split. The next step
is to analyze whether on each level each subcommunicator has the
same size. If this criterion is fulfilled, then also on each level each
communicator has the same number of subcommunicators.

If the hardware has the described symmetric structure, then con-
dition (4) under the constraint (5) can be fulfilled by L times calling
MPI_Dims_create_weighted. The result is the matrix of factors
(n(il))fzg“éj, i.e., the multi-level multi-dimensional factorization
of the number of MPI processes N.

Each process calculates its rank on each hardware level. On

each level I each process can calculate its coordinates (cgl))i:()“d,l

based on its rank and ("EI))i:O..d—l- Then, on each dimension i,

AT /T7 Al MPI
5 Lt L processes of a
1, o‘&(\ / J ,I | /I ccNUMA node
<JO
1 L All MPI —
10 y - processes
g| | Primary and main of one CPU
3| | optimization goal: Y /
Whole communication V4 it II | “ T Z //
irtual location of
from gach node to all of T (1T an MP! process
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minimized! within a
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° Z r v 27
B Lt Second and third
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38 Whole intra-node
2| © q q communication (CPU to /1
1 CPU and then core to
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Coordinate 1
0123 4567 8 910 11 12131415

Figure 6: Example with 24 nodes (level 0), 4 CPUs per node
(level 1) and 8 cores per CPU (level 2). The figure shows the
3-dimensional distribution calculated by
MPI_Cart_create_weighted based on weight values (1/12, 1/16,
1/8).

each process can calculate its final coordinate c; based on its multi-

(1))1:0.4L—1

level coordinates (c; , and the number of processes in the

given dimension for each level (n(il) y=0..L-1,

Based on these final coordinates and the implied dimensions d; =
HIL:_()l n(l.l), each process can calculate its new_rank according to the
algorithm of MPI_Cart_rank. The reordering can be implemented
through MPI_Comm_split with color=0 and key=new_rank, as
described in [1] in Section 7.5.8 as an advice to implementors for
MPI_Cart_map.

If the application chooses to predefine some of the dimensions
with a fixed value, then still a weighted factorization (with only one
level) can be used together with the algorithm of William Gropp
[8,9].

If the hardware cannot be described with symmetric levels, then
again MPI_Dims_create_weighted can be used with only one level,
and the existing MPI_Cart_create can be applied. The latter can
be optimized for example with the methods described in [17] or by
implementing MPI_Cart_create through MPI_Dist_graph_create,
and using an appropriate rank reordering as presented in [13].

6 EXAMPLE: MULTI-LEVEL VERSUS
SINGLE-LEVEL

In this example the number of processes on each hardware level
are N = (24, 4, 8), for example expressing 24 nodes with each 4
CPUs per node and 8 cores per CPU. The application weights are
wi = (%—2 }—(L), %), for example expressing a total data mesh of 1200
x 1600 x 800 elements. The following table and Figure 6 show the
results of the proposed MPI_Cart_create_weighted, i.e., the results
ngl) of minimizing (4) from level 0 until level 2 with the weights
defined in (6).
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level [
1 ) _
(eg. ...) N n;’ =
O(nodes)| 24| 3 4
1(CPUs) | 4| 2 2
2 (cores) 8| 2 2 2 [1.00 1.00 0.50 | — 2.50
N = d; = wid; = X widi =
product 768 12 16 4 |1.00 1.00 0.50 | — 2.50

3 k Lt wi: k
Wi ni:o ”(z : Hi:o ”<z '
2 1025 025 0.25|—0.75
0.50 0.50 0.25|— 1.25

The most important optimization level is the minimization of
the inter-node communication. The minimal possible sum on level
01is 0.75.

Note that without this multi-level approach, i.e., using only
MPI_Dims_create_weighted, the result would be as described in
the following table:

i=0 i=1 i=2

levell | N = di = Widi = Zi Widi =
level 0 768 | 8 12 8 | 0.67 0.75 1.00 | — 2.42

Possible embedded factorizations on node-level:
Case A 241 4 6 1 0333 0375 0.125| — 0.833
Case B 24| 2 6 2 10.167 0.375 0.25 | — 0.792
Case C 241 4 3 2 10333 0.188 0.25 | — 0.771

The multi-level factorization with its total process grid dimen-
sions (d;) = 12x16x4 processes allows directly for an optimal node-
to-node communication using a virtual node grid with 3x4x2 nodes,
with the minimal sum of 0.75 as shown in the upper table. The
single-level factorization with 8x12x8 processes cannot be directly
mapped onto 3x4x2 nodes. This implies that optimization algo-
rithms as described in [8] cannot result in a virtual node grid with
3x4x2 nodes. Possible embedded node-level factorizations are 4x6x1
(Case A), 2x6x2 (Case B), and 4x3x2 (Case C). The minimal sum of
0.771 is achieved in case C, which would cause about 2.8% more
communication overhead than a factorization with 3x4x2 nodes
with the sum 0.750. Nevertheless, the total sum }}; w;d; seems with
2.42 more optimal than the total sum of the multi-level optimization,
which is only 2.50 (higher is worse!).

Note that the input values in this example were not chosen to
show a significant performance gain between the single-level and
the multi-level factorization, and that further improvements are
possible. For example, if ng.l) is 1, then one can take into account
that there is no communication in this direction i on this hardware
level I, and therefore when calculating the sum in (4) on level /, the
corresponding term may be removed. Furthermore, with non-cyclic
communication in direction i and for the case ngl) = 2, there may
be communication only in one direction (either left or right) on
this level I. Therefore, the corresponding term in the sum may be
accordingly reduced.

7 BENCHMARKING

A synthetic benchmark was implemented in order to test the pre-
sented approach for the computation of the subdomain sizes and
the reordering of the processes in the communicator. The bench-
mark takes the proportions of a global 3-dimensional data mesh
as input. For distributing the data mesh to the processes, a virtual
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process topology is then created using the following three different
methods:

e MPI_Dims_create + MPI_Cart_create,
e MPI_Cart_weighted_create with equal weights,
e MPI_Cart_weighted_create with data mesh-based weights.

All three methods provide different factorizations of the given
total amount of processes into the three dimensions of the virtual
Cartesian process grid and also different mappings of the processes
onto the cores of the given hardware cluster of SMP nodes. One
can freely choose the ratio go:g1:g2 of the data mesh sizes. The
benchmark then measures the halo communication time for 10
different grid sizes G, enlarging them by a factor 8 at each step,
which implies a factor 4 for the communicated halos. For each
dimension, the benchmark communicates in both directions in
parallel in a ring using 2 times MPI_Irecv followed by 2 times
MPI_Send and an MPI_Waitall(2,...). After each communication
step, the role of send and receive buffer is swapped to prevent
cache effects related to data buffer reuse, which does not reflect
the behavior of real applications. The total of 6 messages into the 3
dimensions to the coord+1 and coord-1 neighbors is then repeated
50 times. The transfer time per 6 messages and the total halo size are
reported. The resulting average bandwidth is also calculated. Note
that the new interface allows to reduce the size of communicated
data (see also Table 2) by taking the ratio of the mesh dimensions
g; into account, and also enables a higher bandwidth due to the
optimized rank mapping (see also the grey columns in Table 3).
Both factors add to the total reduction of the communication time.

7.1 Benchmark Results

The benchmark was run on two different systems: Hazel Hen at
HLRS, a Cray XC 40 system with Cray MPI, and IvyMUC at LRZ,
an Infiniband cluster with Intel MPIL Table 3 shows the results of
the benchmark. In both cases 8 dual socket nodes with 12 core Intel
Xeon CPUs were used. The application data mesh ratios gp:g1:g2 in
the shown experiment were chosen to be 1:2:4.

The amount of communicated halo data depends on the chosen
factorization, as shown in Table 2. Therefore, for comparison, one
should only use the communication time.

As it can be seen, the version using MPI_Cart_create_weighted
with mesh-based weights achieves the best performance for all halo
sizes.

The percentages reflect the time saved compared to the original
MPI_Cart_create execution time, which serves as reference time.
The benchmark has some shortcomings in eliminating OS and
network jitter: Therefore, the results for small message sizes are
not exact, and we concentrate only on accumulated halo sizes larger
than 1 kByte.

The multi-level factorization and the implied factorization of the
total amount of processes into the dimensions (d;) of the Cartesian
virtual process grid are shown in Table 1. Note that for
MPI_Dims_create + MPI_Cart_create the multi-level factorization
is implied through the sequential ranking in MPI_COMM_WORLD
and the non-existing rank reordering in the used MPI libraries on
both systems.

In Table 3, one can see that for halo sizes larger than 1 kB, i.e,,

3I'd

starting from the row, using the multi-level factorization of
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level MPI_Dims_create | MPI_Cart_create_weighted
+ Cart_create equal weights | mesh-based

O0=node | 8x1x1 2x2x2 1x2x4

1=CPU | 1x2x1 2x1x1 2x1x1

2=core 1x3x4 2x3x2 2x3x2

implied

(di) 8x6x4 8x6x4 4x6x8

Table 1: Implied factorization (d;) resulting from multi-level
factorizations in the three cases.

MPI_Cart_create_weighted with equal weights already results in
savings of about 40% to 60% on Hazel Hen and 20%-50% on IvyMUC.
These savings are due to the significant reduction of node-to-node
communications through the multi-level reordering, and to the
fact that CPU-to-CPU and core-to-core communication is signifi-
cantly faster than node-to-node communication. Note that these
measurements use the same halo sizes as the reference benchmark.

In order to appreciate the influence of the two optimizations per-
formed by MPI_Cart_weighted_create, Table 2 lists the halo sizes
for the original MPI_Dims_create-based virtual topology together
with the MPI_Cart_weighted_create-based decomposition using
mesh-based weights. The reduction of the halo size area is around
25%, which is based on the fact that the dimensions (d;) = 4x6x8
fit significantly better to the ratio of our mesh sizes, with ratios
go:91:g2 = 1:2:4.

The last 3 columns in Table 3 represent the results of the modified
factorization and process rank reordering by taking into account
the mesh-based weights and the implied 25% reduction of the halo
sizes. One can see that the final savings of the halo communication
time on Hazel Hen are about 60% to 75% and on IvyMUC 40% to
70%.

halo size in Byte
original | mesh-based | reduction

Mesh dimensions g;
(number of floats)

8x12x 24 160 128 20.0 %
12x24x 48 640 432 325 %
24 x 48 x 96 2216 1728 22.0 %
48 x 96 x 184 8864 6688 24.5 %
92 x 186 x 376 34968 26008 25.6 %
184 x 372 x 744 137208 103168 24.8 %
372 x 738 x 1480 548088 411192 25.0 %
740 x 1476 x 2960 2187192 1639840 25.0 %
1476 x 2958 x 5912 8740888 6551480 25.0 %
2956 x 5910 x 11816 | 34936960 26194104 25.0 %

Table 2: Halo sizes for the virtual topologies created with
equal and mesh-based weights for different (global) mesh di-
mensions. For calculating the subdomain mesh dimensions
and the implied halo sizes, these global values must be di-
vided by the number of processes in each direction. The
halo sizes are calculated within one MPI process and accu-
mulated over all directions. The halo width is chosen as one.

8 CONCLUSION

This work, investigates the problems of the current MPI interface
when it comes to optimal process mapping for applications which
are implemented through computations on a Cartesian process grid
using a regular stencil and are parallelized via domain decomposi-
tion.

An approach to achieve optimal domain decomposition is pre-
sented and evaluated with a synthetic benchmark. Our approach
takes into account the computational data mesh as well as the
hardware topology to optimize inter-process communication. The
optimization criteria is the minimization of slow bandwidth com-
munication and is applied hierarchically to the different hardware
layers. Based on our generalized approach, we intend to propose
the addition of a new API to the MPI standard, which would help
to create suitable communicators for such scenarios.
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MPI_Cart_create MPI_Cart_weighted_create

Mesh dimensions equal weights mesh-based weights

(number of floats) time in ps | bwin MB/s | time in ps bw in MB/s | time in ps bw in MB/s
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