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kAbstra
t. The e�e
tive I/O bandwidth ben
hmark (b e� io) 
overs twogoals: (1) to a
hieve a 
hara
teristi
 average number for the I/O band-width a
hievable with parallel MPI-I/O appli
ations, and (2) to get de-tailed information about several a

ess patterns and bu�er lengths. Theben
hmark examines \�rst write", \rewrite" and \read" a

ess, strided(individual and shared pointers) and segmented 
olle
tive patterns onone �le per appli
ation and non-
olle
tive a

ess to one �le per pro
ess.The number of parallel a

essing pro
esses is also varied and wellformedI/O is 
ompared with non-wellformed. On systems, meeting the rule thatthe total memory 
an be written to disk in 10 minutes, the ben
hmarkshould not need more than 15 minutes for a �rst pass of all patterns. Theben
hmark is designed analogously to the e�e
tive bandwidth ben
h-mark for message passing (b e�) that 
hara
terizes the message passing
apabilities of a system in a few minutes. First results of the b e� ioben
hmark are given for IBM SP, Cray T3E and NEC SX-5 systems and
ompared with existing ben
hmarks based on parallel Posix-I/O.Keywords. MPI, File-I/O, Disk-I/O, Ben
hmark, Bandwidth.1 Introdu
tionMost parallel I/O ben
hmarks and ben
hmarking studies 
hara
terize the hard-ware and �le system performan
e limits [2, 4{6℄. Often, they fo
us on determiningunder whi
h 
onditions the maximal �le system performan
e 
an be rea
hed ona spe
i�
 platform. Su
h results 
an guide the user in 
hoosing an optimal a

esspattern for a given ma
hine and �le system, but do not generally 
onsider theneeds of the appli
ation over the needs of the �le system.Our approa
h begins with 
onsideration of the possible I/O requests of par-allel appli
ations. To formulate su
h I/O requests, the MPI Forum has stan-dardized the MPI-I/O interfa
e [7℄. Major goals of this standardization are toexpress the user's needs and to allow optimal implementations of the MPI-I/O in-terfa
e on all platforms [3, 8, 11, 12℄. Based on this ba
kground, the e�e
tive I/Obandwidth ben
hmark (b e� io) should measure di�erent a

ess patterns, report
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hen, Germanythese detailed results, and should 
al
ulate an average I/O bandwidth value that
hara
terizes the whole system. This goal is analogous to the Linpa
k value re-ported in TOP500 [16℄ that 
hara
terizes the 
omputational speed of a system,and also to the e�e
tive bandwidth ben
hmark (b e�), that 
hara
terizes the
ommuni
ation network of a distributed system [9, 14, 15℄.A major di�eren
e between b e� and b e� io is the magnitude of the band-width. On well-balan
ed systems in high performan
e 
omputing we expe
t anI/O bandwidth whi
h allows for writing or reading the total memory in approx-imately 10 minutes. For the 
ommuni
ation bandwidth, the b e� ben
hmarkshows, that the total memory 
an be 
ommuni
ated in 3.2 se
onds on a CrayT3E with 512 pro
essors and in 13.6 se
onds on a 24 pro
essor Hita
hi SR 8000.An I/O ben
hmark measures the bandwidth of data transfers between memoryand disk. Su
h measurements are (1) highly in
uen
ed by bu�ering me
hanismsof the underlying I/O middleware and �lesystem details, and (2) high I/O band-width on disk requires, espe
ially on striped �lesystems, that a large amount ofdata must be transferred between su
h bu�ers and disk. Therefore a ben
hmarkmust ensure that a suÆ
ient amount of data is transfered between disk and theappli
ation's memory. The 
ommuni
ation ben
hmark b e� 
an give detailed an-swers in about 2 minutes. Later we shall see that b e� io, our I/O 
ounterpart,needs at least 15 minutes to get a �rst answer.2 Multidimensional Ben
hmarking Spa
eOften, ben
hmark 
al
ulations sample only a small subspa
e of a multidimen-sional parameter spa
e. One extreme example is to measure only one point,e.g., a 
ommuni
ation bandwidth between two pro
essors using a ping-pong
ommuni
ation pattern with 8 Mbyte messages, repeated 100 times. For I/Oben
hmarking, a huge number of parameters exist. We divide the parametersinto 6 general 
ategories. At the end of ea
h 
ategory in the following list, a �rsthint about handling these aspe
ts in b e� io is noted. The detailed de�nition ofb e� io is given in se
tion 4.1. Appli
ation parameters are (a) the size of 
ontiguous 
hunks in the memory,(b) the size of 
ontiguous 
hunks on disk, whi
h may be di�erent in the
ase of s
atter/gather a

ess patterns, (
) the number of su
h 
ontiguous
hunks that are a

essed with ea
h 
all to a read or write routine, (d) the�le size, (e) the distribution s
heme, e.g., segmented or long strides, shortstrides, random or regular, or separate �les for ea
h node, and (f) whetheror not the 
hunk size and alignment are wellformed, e.g., a power of two ora multiple of the striping unit. For b e� io, 36 di�erent patterns are used to
over most of these aspe
ts.2. Usage aspe
ts are (a) how many pro
esses are used and (b) how many parallelpro
essors and threads are used for ea
h pro
ess. To keep these aspe
tsoutside of the ben
hmark, b e� io is de�ned as a maximum over these aspe
tsand one must report the usage parameters used to a
hieve this maximum.
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hmark 12753. The major programming interfa
e parameter is spe
i�
ation of whi
h I/Ointerfa
e is used: Posix I/O bu�ered or raw, spe
ial �lesystem I/O of thevendor's �lesystem, or MPI-I/O. In this ben
hmark, we use only MPI-I/O,be
ause it should be a portable interfa
e of an optimal implementation ontop of Posix I/O or the spe
ial �lesystem I/O.4. MPI-I/O de�nes the following orthogonal aspe
ts: (a) a

ess methods, i.e.,�rst writing of a �le, rewriting or reading, (b) positioning method, i.e., ex-pli
it o�sets, individual or shared �le pointers, (
) 
oordination, i.e., a

ess-ing the �le 
olle
tively by (all) pro
esses or non
olle
tively, (d) syn
hronism,i.e., blo
king or nonblo
king. Additional aspe
ts are: (e) whether or not the�les are open unique, i.e., the �le will not be 
on
urrently opened by a dif-ferent open 
all, and (f) whi
h 
onsisten
y is 
hosen for 
on
i
ting a

esses,i.e., whether or not atomi
 mode is set. For b e� io there is no overlap ofI/O and 
omputation, therefore only blo
king 
alls are used. Be
ause thereshould not be a signi�
ant di�eren
e between the eÆ
ien
y of using expli
ito�sets or individual �le pointers, only the individual and shared �le point-ers are ben
hmarked. With regard to (e) and (f), unique and nonatomi
 areused.5. Filesystem parameters are (a) whi
h �lesystem is used, (b) how many nodesor pro
essors are used as I/O servers, (
) how mu
h memory is used asbu�erspa
e on ea
h appli
ation node, (d) the disk blo
k size, (e) the strip-ing unit size, and (f) the number of parallel striping devi
es that are used.These aspe
ts are also outside the s
ope of b e� io. The 
hosen �lesystem,its parameters and any usage of non-default parameters must be reported.6. Additional ben
hmarking aspe
ts are (a) repetition fa
tors, and (b) how to
al
ulate b e� io, based on a subspa
e of the parameter spa
e de�ned aboveusing maximum, average, weighted average or logarithmi
 averages.To redu
e ben
hmarking time to an a

eptable amount, one 
an normally onlymeasure I/O performan
e at a few grid points of a 1-5 dimensional subspa
e.To analyze more than 5 aspe
ts, usually more than one subspa
e is examined.Often, the 
ommon area of these subspa
es is 
hosen as the interse
tion of thearea of best results of the other subspa
es. For example in [5℄, the subspa
e vary-ing the number of servers is obtained with segmented a

ess patterns, and withwell-
hosen blo
k sizes and 
lient:server ratios. De�ning su
h optimal subspa
es
an be highly system-dependent and may therefore not be as appropriate for ab e� io designed for a variety of systems. For the design of b e� io, it is impor-tant to 
hoose the grid points based more on general appli
ation needs than onoptimal system behavior.3 CriteriaThe ben
hmark b e� io should 
hara
terize the I/O 
apabilities of the system.Should we use, therefore, only a

ess patterns, that promise a maximum band-width? No, but there should be a good 
han
e that an optimized implementation
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hen, Germanytype l L U0 1 MB 1 MB 0MPART :=l 41 MB 2 MB 41 MB 1 MB 432 kB 1 MB 21 kB 1 MB 232 kB +8B 1 MB + 256B 21 kB +8B 1 MB + 8kB 21 MB +8B 1 MB + 8B 2
type l L U1 1 MB :=l 0MPART :=l 41 MB :=l 232 kB :=l 11 kB :=l 132 kB +8B :=l 11 kB +8B :=l 11 MB +8B :=l 2

type l L U2 1 MB :=l 0MPART :=l 21 MB :=l 232 kB :=l 11 kB :=l 132 kB +8B :=l 11 kB +8B :=l 11 MB +8B :=l 23/4 see type=2PU = 64Table 1. The pattern details used in b e� ioof MPI-I/O should be able to a
hieve a high bandwidth. This means that weshould measure patterns that 
an be re
ommended to appli
ation developers.An important 
riterion is that the b e� io ben
hmark should only need about10 to 15 minutes. For �rst measurements, it need not run on an empty systemas long as 
on
urrently running other appli
ations do not use a signi�
ant partof the I/O bandwidth of the system. Normally, the full I/O bandwidth 
an berea
hed by using less than the total number of available pro
essors or SMPnodes. In 
ontrast, the 
ommuni
ation ben
hmark b e� should not require morethan 2 minutes, but it must run on the whole system to 
ompute the aggregate
ommuni
ation bandwidth. Based on the rule for well-balan
ed systems men-tioned in the introdu
tion and assuming that MPI-I/O will attain at least 50per
ent of the hardware I/O bandwidth, we expe
t that a 10 minute b e� io run
an write or read about 16% of the total memory of the ben
hmarked system.For this estimate, we divide the total ben
hmark time into three intervals basedon the following a

ess methods: initial write, rewrite, and read. However, a �rsttest on a T3E900-512 shows that based on the pattern-mix, only about the thirdof this theoreti
al value is transferred. Finally, as a third important 
riterion, wewant to be able to 
ompare di�erent 
ommon a

ess patterns.4 De�nition of the E�e
tive I/O BandwidthThe e�e
tive I/O bandwidth ben
hmark measures the following aspe
ts:{ a set of partitions,{ the a

ess methods initial write, rewrite, and read,{ the pattern types (see Fig. 1)(0) strided 
olle
tive a

ess, s
attering large 
hunks in memory to/from disk,(1) strided 
olle
tive a

ess, but one read or write 
all per disk 
hunk,(2) non
olle
tive a

ess to one �le per MPI pro
ess, i.e., on separated �les,(3) same as (2), but the individual �les are assembled to one segmented �le,(4) same as (3), but the a

ess to the segmented �le is done with 
olle
tiveroutines;for ea
h pattern type, an individual �le is used.
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hmark 1277{ the 
ontiguous 
hunk size is 
hosen wellformed, i.e., as a power of 2, andnon-wellformed by adding 8 bytes to the wellformed size,{ di�erent 
hunk sizes, mainly 1 kB, 32 kB, 1 MB, and the maximum of 2 MBand 1=128 of the memory size of a node exe
uting one MPI pro
ess.The total list of patterns is shown in Tab. 1. The 
olumn \type" refers to thepattern type. The 
olumn \l" de�nes the 
ontiguous 
hunks that are writtenfrom memory to disk and vi
e versa. The valueMPART is de�ned as max(2MB,memory of one node / 128). The 
olumn \L" de�nes the 
ontiguous 
hunk inthe memory. In 
ase of pattern type (0), non-
ontiguous �le views are used. If lis less than L, then in ea
h MPI-I/O read/write 
all, the L bytes in memory ares
attered/gathered to/from the portions of l bytes at the di�erent lo
ations ondisk, see the left-most s
enario in Fig. 1. In all other 
ases, the 
ontiguous 
hunkhandled by ea
h 
all to MPI Write or MPI Read is equivalent in memory andon disk. This is denoted by \:=l" in the L 
olumn. U is a time unit.Ea
h pattern is ben
hmarked by repeating the pattern for a given amount oftime. This time is given by the allowed time for a whole partition (e.g., T =10minutes) multiplied by U=PU=3, as given in the table. This time-driven ap-proa
h allows one to limit the total exe
ution time. For the pattern types (3)and (4) a �xed segment size must be 
omputed before starting the pattern ofthese types. Therefore, the time-driven approa
h is substituted by a size-drivenapproa
h, and the repeating fa
tors are initialized based on the measurementsfor types (0) to (2).The b e� io value of one partition is de�ned as the sum of all transferredbytes divided by the total transfer time. If patterns do not need exa
tly theideal allowed time, then the average is weighted by the unit U . At a minimum,10 minutes must be used for ben
hmarking one partition. The b e� io of asystem is de�ned as the maximum over any b e� io of a single partition of thesystem. This de�nition permits the user of the ben
hmark to freely 
hoose theusage aspe
ts and enlarge the total �lesize as desired. The minimum �lesize isgiven by the bandwidth for an initial write multiplied by 200 se
 (= 10 minutes/ 3 a

ess methods). If a system 
omplies with our rule that the total memory
an be written in 10 minutes for ea
h a

ess pattern, then one third of the totalmemory is written by the 
omplete ben
hmark, and in ea
h single pattern withU=1, one 1=192 of the total memory is written. If all pro
essors are used for thisben
hmark, then the amount written by ea
h node is not very mu
h, but a 
allto MPI File syn
 in ea
h pattern may imply that the data is really written todisk. However this assumption is not valid on all systems. For example, on NECSX systems, MPI File syn
 guarantees only the semanti
 stated in the MPI-2standard. The data on the �le must be visible to any other appli
ation, butthe data 
an stay in a memory bu�er 
ontrolled by the �lesystem's software.Therefore the ben
hmark rule, that at least 10 minutes are used for one run,had to be modi�ed for this system. In the 
urrent version we use for the SX-5measurements, we require that the total amount of data written with the initialwrite-
alls must be at least equal to the total amount of the memory of the
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hen, Germanysystem. Thus, on the SX-5 we had to in
rease the s
heduled ben
hmark time toT=30 minutes.5 Comparing Systems Using b e� ioIn this se
tion, we present a detailed analysis of ea
h run of b e� io on a parti-tion. We test b e� io on three systems, the Cray T3E900-512 and SX-5Be/32M2at HLRS/RUS in Stuttgart and an RS 6000/SP system at LLNL 
alled \blue."On the T3E, we use the tmp-�lesystem with 10 striped Raid-disks 
onne
ted viaa GigaRing for the ben
hmark. The peak-performan
e of the aggregated parallelbandwidth of this hardware 
on�guration is about 300 MB/s. The LLNL resultspresented here are for an SP system with 336 SMP nodes ea
h with four 332MHz pro
essors. Sin
e the I/O performan
e on this system does not in
reasesigni�
antly with the number of pro
essors on a given node performing I/O, alltest results assume a single thread on a given node is doing the I/O. Thus, a 64pro
essor run means 64 nodes assigned to I/O, and no requested 
omputationby the additional 64*3 pro
essors. On the SP system, the data is written to theIBM General Parallel File System (GPFS) 
alled blue.llnl.gov:/g/g1 whi
h has20 VSD I/O servers. Re
ent results for this system show a maximum read per-forman
e of approximately 950MB/se
 for a 128 node job, and a maximum writeperforman
e of 690MB/se
 for 64 nodes [5℄.1 Note that these are the maximumvalues observed, and performan
e degrades when the a

ess pattern and/or thenode number is 
hanged. The NEC SX-5 system has four striped RAID-3 arraysDS 1200, 
onne
ted by �bre 
hannel. The SFS �lesystem parameters are: 4 MB
luster size (=blo
k size), and if the size of an I/O request is less than 1 MBthen a 2 GB �lesystem-
a
he is used.On both platforms, MPI-I/O is implemented with ROMIO but with di�er-ent devi
e drivers. On the T3E, we have modi�ed the MPI Release mpt.1.3.0.2,by substituting the ROMIO/ADIO Unix �lesystem driver routines for open-ing, writing and reading �les. The Posix routines were substituted by the asyn-
hronous 
ounter part, dire
tly followed by the the wait routine. This tri
k en-ables parallel disk a

ess [13℄. On the RS 6000/SP blue ma
hine, GPFS is usedunderneath the MPICH version of MPI with ROMIO. On the SX-5, we useMPI/SX 10.1.For ea
h run of b e� io, the I/O bandwidth for ea
h 
hunk size and patternis reported in a table that 
an be plotted in the pi
tures shown in ea
h row inFig. 2. First, 
onsider the �rst two rows of Fig. 2. They show the results of oneben
hmark on the SP and T3E systems, both s
heduled to run T =10 minutes,during whi
h time other appli
ations were running on the other pro
essors ofthe systems. They demonstrate the main di�eren
es between both MPI and�lesystem implementations. Based on the results in Fig. 3, whi
h we dis
uss later,we de
ided to run the ben
hmark on the T3E on 32 pro
essors and on the SP1 Upgrades to the AIX operating system and underlying GPFS software may havealtered these performan
e numbers slightly between measurements in [5℄ and in the
urrent work.
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h diagram shows the data transferredby one MPI-I/O write 
all.
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Fig. 3. Comparison b e� io of di�erent numbers of pro
esses on SP and T3E,measured partially without pattern type 3.on 128 pro
essors. The three diagrams in ea
h row of Fig. 2 show the bandwidtha
hieved for the three di�erent a

ess methods: writing the �le the �rst time,rewriting the same �le, and reading it. On ea
h diagram, the bandwidth is plottedon a logarithmi
 s
ale, separately for ea
h pattern type and as a fun
tion ofthe 
hunk size. The 
hunk size on disk is shown on a pseudo-logarithmi
 s
ale.The points labeled \+8" are the non-wellformed 
ounterparts of the power oftwo values. The maximum 
hunk size is di�erent on both systems be
ause themaximum 
hunk size was 
hosen proportional to the memory size per node tore
e
t the s
aling up of appli
ations on larger systems. On the SX-5, a redu
edmaximum 
hunk size was used.Type 0 is a strided a

ess, but the bu�er used in ea
h I/O-
all is at least1 MB. In the 
ase of a 
hunk length less than 1 MB, the bu�er 
ontents must bes
attered to di�erent pla
es in the �le. On the T3E, this pattern type is optimal,ex
ept for 
hunks larger than 1 MB, where the initial write of segmented �les isfaster. When non-wellformed 
hunk sizes are used, there is a substantial drop inperforman
e. Additional measurements show that this problem in
reases withthe total amount of data written to disk. On the RS 6000/SP, other patterntypes show higher bandwidth.Type 1 writes the same data to disk, i.e., ea
h pro
ess has the same logi
al�leview, but MPI-IO is 
alled for ea
h 
hunk separately. In the 
urrent ben
h-mark, this test is done with individual �lepointers, be
ause the MPI-I/O ROMIOimplementation on both systems does not have shared �lepointers. By default,b e� io measures this pattern type with shared pointers when available. On bothplatforms, this pattern type results in essentially the worst bandwidth for mosta

ess methods and 
hunk sizes.Type 2 is the writing winner on RS 6000/SP. Ea
h pro
ess writes a separate�le at the same time, i.e., parallel and independently. (We note that optimizedvendor supplied MPI-IO implementations may do a better job with other pat-tern types.) Type 3 writes in the same pattern, but the �les of all pro
esses are
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on
atenated. To guarantee wellformed starting points for ea
h pro
ess, the �le-size of ea
h pro
ess is rounded up to the next MByte. Type 4 writes in the sameway as type 3, but the a

ess is done 
olle
tively. On the T3E, we see that thesethree pattern types are 
onsistently slow for small bu�er sizes and 
onsistentlyfast for large bu�er sizes. In 
ontrast on the RS 6000/SP, type 3 and 4 are abouta fa
tor2 of 10{20 slower than type 2 for writing �les. For reading �les, thediagram 
annot show the real speed for type 3 and 4 due to three e�e
ts: Therepetition fa
tor is only one for 
hunk sizes of 1 MB and more, the reading of the8 MB 
hunk �lls internal bu�ers, and 
urrently, the b e� io does not performa �le syn
 operation before reading a pattern. Looking at the (non-weighted)average, we see that on the RS 6000/SP, reading the segmented �les is a fa
torof 2.5 slower than reading individual �les.Finally on both systems, the read a

ess is 
learly faster than the write a

ess.On the T3E, the read a

ess is 5 times faster than \�rst write" and 2.7 fasterthan \rewrite". On the RS 6000/SP blue ma
hine, the read a

ess is 10 timesfaster than both types of write a

ess. The measurements were done with b e� ioRelease 0.5 [10℄.The last row of Fig. 2 shows the measurement on the SX-5. It had to be donewith the longer s
hedule time of T=30minutes to assure that most of the I/Ooperations are done on real disks and not only in the �lesystem's internal bu�erspa
e. The 
urves show still some hot spots that may be 
aused by pure memory
opying. One 
an see that the s
attering-pattern type 0 and the separate-�le-pattern type 2 perform the best. There is little di�eren
e between wellformed andnon-wellformed I/O. Write and read bandwidth are similar. For long 
hunk sizes,reading from separate �les (pattern type 2) is faster than the gathering/strideda

esses (type 0 and 1) and the segmented a

esses (type 3 and 4).Figure 3 shows the b e� io values for di�erent partition sizes and di�erent val-ues of T , the time s
heduled for ben
hmarking one partition. All measurementswere taken in a non-dedi
ated mode. For the T3E, the maximum is rea
hed at 32appli
ation pro
esses, with little variation from 8 to 128 pro
essors. In general,an appli
ation only makes I/O requests for a small fra
tion of the 
ompute time.On large systems, su
h as those at the High-Performan
e Computing Center atStuttgart and the Computing Center at Lawren
e Livermore National Labora-tory, several appli
ations are sharing the nodes, espe
ially during prime timeusage. In this situation, I/O 
apabilities would not be requested by a signi�
antproportion of the CPU's at the same time. \Hero" runs, where one appli
ationties up the entire ma
hine for a single 
al
ulation are rarer and generally runduring non-prime time. Su
h hero runs 
an require the full I/O performan
eby all pro
essors at the same time. The right-most diagram shows that the RS6000/SP �ts more to this latter usage model. Note that GPFS on the SP's is 
on-�gurable, i.e., number of I/O servers and other tunables, and the performan
eon any given SP/GPFS system depends on the 
on�guration of that system.2 All fa
tors in this se
tion are 
omputed, based on weighted averages using the timeunits U , if not stated otherwise.
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hen, GermanyFigure 3 also shows that on both systems, the results depend more on theI/O usage of the other 
on
urrently running appli
ations on the system than onthe requested time T for ea
h ben
hmark. Comparison of measurements withT =10 and 30 minutes shows that the analysis reported in Fig. 2 may vary indetails. For instan
e, the di�eren
es between wellformed and non-wellformed I/Ois more notable with T =30 minutes on the T3E.Finally, we 
ompare these results with other measurements. On the sameRS 6000/SP, Posix read and write measurements ranging between 500 and 900MB/s are measured [5℄. 3 The b e� io result is 311 MB/s in the presented mea-surement. This means that the MPI appli
ation programmer has a real 
han
eto get a signi�
ant part of the I/O 
apabilities of that system. On the T3Estudied, the peak I/O-performan
e is about 300 MB/s. Thus the b e� io valueof 71 MB/s shows that on average, only a quarter of the peak 
an be attainedwith normal MPI programming. We also note that the ROMIO implementationon the RS 6000/SP has not been optimized for the GPFS �lesystem. Vendorimplementations and future versions of ROMIO should show performan
e 
loserto peak.In general, our results show that the b e� io ben
hmark is a very fast methodto analyze the parallel I/O 
apabilities available for appli
ations using the stan-dardized MPI-I/O programming interfa
e. The resulting b e� io value summa-rizes I/O 
apabilities of a system in one signi�
ant I/O bandwidth value.6 OutlookIt is planned to use this ben
hmark to 
ompare several additional systems. Moreinvestigation is ne
essary to solve problems arising from 32 bit integer limitsand handling read bu�ers in 
ombination with �le syn
 operations. Although[1℄ stated, that \the majority of the request patterns are sequential", we shouldexamine whether random a

ess patterns 
an be in
luded into the b e� io ben
h-mark.A
knowledgmentsThe authors would like to a
knowledge their 
olleagues and all the people thatsupported this proje
t with suggestions and helpful dis
ussions. At HLRS, theywould espe
ially like to thank Karl Sol
henba
h and Rolf Hempel for produ
tivedis
ussions for the redesign of b e�. At LLNL, they thank Kim Yates and DaveFox. Work at LLNL was performed under the auspi
es of the U.S. Departmentof Energy by University of California Lawren
e Livermore National Laboratoryunder 
ontra
t No. W-7405-Eng-48.3 Again we note that upgrades to the AIX operating system and underlying GPFSsoftware may have slightly altered these performan
e numbers between measure-ments.



R. Rabenseifner, A. E. Koniges: E�e
tive I/O Bandwidth Ben
hmark 1283Referen
es1. P. Crandall, R. Aydt, A. Chien, D. Reed, Input-Output Chara
teristi
s of S
al-able Parallel Appli
ations, In Pro
eedings of Super
omputing '95, ACM Press,De
. 1995, www.super
omp.org/s
95/pro
eedings/.2. Ulri
h Detert, High-Performan
e I/O on Cray T3E, 40th Cray User Group Con-feren
e, June 1998.3. Philip M. Di
kens, A Performan
e Study of Two-Phase I/O, in D. Prit
hard,J. Reeve (eds.), Pro
eedings of the 4th Internatinal Euro-Par Conferen
e, Euro-Par'98, Parallel Pro
essing, LNCS{1470, pages 959{965, Southampton, UK, 1998.4. Peter W. Haas, S
alability and Performan
e of Distributed I/O on Massively Par-allel Pro
essors, 40th Cray User Group Conferen
e, June 1998.5. Terry Jones, Ali
e Koniges, R. Kim Yates, Performan
e of the IBM General Par-allel File System, to be published in Pro
eedings of the International Parallel andDistributed Pro
essing Symposium, May 2000. Also available as UCRL JC135828.6. Kent Koeninger, Performan
e Tips for GigaRing Disk I/O, 40th Cray User GroupConferen
e, June 1998.7. Message Passing Interfa
e Forum. MPI-2: Extensions to the Message-Passing In-terfa
e, July 1997, www.mpi-forum.org.8. J.P. Prost, R. Treumann, R. Bla
kmore, C. Harman, R. Hedges, B. Jia, A. Koniges,A. White, Towards a High-Performan
e and Robust Implementation of MPI-IO ontop of GPFS, Internal report.9. Rolf Rabenseifner, E�e
tive Bandwidth (b e�) Ben
hmark,www.hlrs.de/mpi/b eff/.10. Rolf Rabenseifner, E�e
tive I/O Bandwidth (b e� io) Ben
hmark,www.hlrs.de/mpi/b eff io/.11. Rajeev Thakur, William Gropp, and Ewing Lusk, On Implementing MPI-IOPortably and with High Performan
e, in Pro
. of the Sixth Workshop on I/O inParallel and Distributed Systems, pages 23-32, May 1999.12. Rajeev Thakur, Rusty Lusk, Bill Gropp, ROMIO: A High-Performan
e, PortableMPI-IO Implementation, www.m
s.anl.gov/romio/.13. Rolf Rabenseifner, Striped MPI-I/O with mpt.1.3.0.1,www.hlrs.de/mpi/mpi t3e.html#StripedIO.14. Karl Sol
henba
h, Ben
hmarking the Balan
e of Parallel Computers, SPEC Work-shop on Ben
hmarking Parallel and High-Performan
e Computing Systems, Wup-pertal, Germany, Sept. 13, 1999.15. Karl Sol
henba
h, Hans-Joa
him Plum and Gero Ritzenhoefer, Pallas E�e
tiveBandwidth Ben
hmark { sour
e 
ode and sample results,ftp://ftp.pallas.de/pub/PALLAS/PMB/EFF BW.tar.gz.16. Universities of Mannheim and Tennessee, TOP500 Super
omputer Sites,www.top500.org.


