
E�etive File-I/O Bandwidth BenhmarkRolf Rabenseifner1 and Alie E. Koniges21 High-Performane Computing-Center (HLRS), University of StuttgartAllmandring 30, D-70550 Stuttgart, Germanyrabenseifner�hlrs.de,www.hlrs.de/people/rabenseifner/2 Lawrene Livermore National Laboratory, Livermore, CA 94550koniges�llnl.gov,www.rzg.mpg.de/�akAbstrat. The e�etive I/O bandwidth benhmark (b e� io) overs twogoals: (1) to ahieve a harateristi average number for the I/O band-width ahievable with parallel MPI-I/O appliations, and (2) to get de-tailed information about several aess patterns and bu�er lengths. Thebenhmark examines \�rst write", \rewrite" and \read" aess, strided(individual and shared pointers) and segmented olletive patterns onone �le per appliation and non-olletive aess to one �le per proess.The number of parallel aessing proesses is also varied and wellformedI/O is ompared with non-wellformed. On systems, meeting the rule thatthe total memory an be written to disk in 10 minutes, the benhmarkshould not need more than 15 minutes for a �rst pass of all patterns. Thebenhmark is designed analogously to the e�etive bandwidth benh-mark for message passing (b e�) that haraterizes the message passingapabilities of a system in a few minutes. First results of the b e� iobenhmark are given for IBM SP, Cray T3E and NEC SX-5 systems andompared with existing benhmarks based on parallel Posix-I/O.Keywords. MPI, File-I/O, Disk-I/O, Benhmark, Bandwidth.1 IntrodutionMost parallel I/O benhmarks and benhmarking studies haraterize the hard-ware and �le system performane limits [2, 4{6℄. Often, they fous on determiningunder whih onditions the maximal �le system performane an be reahed ona spei� platform. Suh results an guide the user in hoosing an optimal aesspattern for a given mahine and �le system, but do not generally onsider theneeds of the appliation over the needs of the �le system.Our approah begins with onsideration of the possible I/O requests of par-allel appliations. To formulate suh I/O requests, the MPI Forum has stan-dardized the MPI-I/O interfae [7℄. Major goals of this standardization are toexpress the user's needs and to allow optimal implementations of the MPI-I/O in-terfae on all platforms [3, 8, 11, 12℄. Based on this bakground, the e�etive I/Obandwidth benhmark (b e� io) should measure di�erent aess patterns, report



1274 published in pro., Euro-Par 2000, Aug. 29 - Sept. 1, M�unhen, Germanythese detailed results, and should alulate an average I/O bandwidth value thatharaterizes the whole system. This goal is analogous to the Linpak value re-ported in TOP500 [16℄ that haraterizes the omputational speed of a system,and also to the e�etive bandwidth benhmark (b e�), that haraterizes theommuniation network of a distributed system [9, 14, 15℄.A major di�erene between b e� and b e� io is the magnitude of the band-width. On well-balaned systems in high performane omputing we expet anI/O bandwidth whih allows for writing or reading the total memory in approx-imately 10 minutes. For the ommuniation bandwidth, the b e� benhmarkshows, that the total memory an be ommuniated in 3.2 seonds on a CrayT3E with 512 proessors and in 13.6 seonds on a 24 proessor Hitahi SR 8000.An I/O benhmark measures the bandwidth of data transfers between memoryand disk. Suh measurements are (1) highly inuened by bu�ering mehanismsof the underlying I/O middleware and �lesystem details, and (2) high I/O band-width on disk requires, espeially on striped �lesystems, that a large amount ofdata must be transferred between suh bu�ers and disk. Therefore a benhmarkmust ensure that a suÆient amount of data is transfered between disk and theappliation's memory. The ommuniation benhmark b e� an give detailed an-swers in about 2 minutes. Later we shall see that b e� io, our I/O ounterpart,needs at least 15 minutes to get a �rst answer.2 Multidimensional Benhmarking SpaeOften, benhmark alulations sample only a small subspae of a multidimen-sional parameter spae. One extreme example is to measure only one point,e.g., a ommuniation bandwidth between two proessors using a ping-pongommuniation pattern with 8 Mbyte messages, repeated 100 times. For I/Obenhmarking, a huge number of parameters exist. We divide the parametersinto 6 general ategories. At the end of eah ategory in the following list, a �rsthint about handling these aspets in b e� io is noted. The detailed de�nition ofb e� io is given in setion 4.1. Appliation parameters are (a) the size of ontiguous hunks in the memory,(b) the size of ontiguous hunks on disk, whih may be di�erent in thease of satter/gather aess patterns, () the number of suh ontiguoushunks that are aessed with eah all to a read or write routine, (d) the�le size, (e) the distribution sheme, e.g., segmented or long strides, shortstrides, random or regular, or separate �les for eah node, and (f) whetheror not the hunk size and alignment are wellformed, e.g., a power of two ora multiple of the striping unit. For b e� io, 36 di�erent patterns are used toover most of these aspets.2. Usage aspets are (a) how many proesses are used and (b) how many parallelproessors and threads are used for eah proess. To keep these aspetsoutside of the benhmark, b e� io is de�ned as a maximum over these aspetsand one must report the usage parameters used to ahieve this maximum.



R. Rabenseifner, A. E. Koniges: E�etive I/O Bandwidth Benhmark 12753. The major programming interfae parameter is spei�ation of whih I/Ointerfae is used: Posix I/O bu�ered or raw, speial �lesystem I/O of thevendor's �lesystem, or MPI-I/O. In this benhmark, we use only MPI-I/O,beause it should be a portable interfae of an optimal implementation ontop of Posix I/O or the speial �lesystem I/O.4. MPI-I/O de�nes the following orthogonal aspets: (a) aess methods, i.e.,�rst writing of a �le, rewriting or reading, (b) positioning method, i.e., ex-pliit o�sets, individual or shared �le pointers, () oordination, i.e., aess-ing the �le olletively by (all) proesses or nonolletively, (d) synhronism,i.e., bloking or nonbloking. Additional aspets are: (e) whether or not the�les are open unique, i.e., the �le will not be onurrently opened by a dif-ferent open all, and (f) whih onsisteny is hosen for oniting aesses,i.e., whether or not atomi mode is set. For b e� io there is no overlap ofI/O and omputation, therefore only bloking alls are used. Beause thereshould not be a signi�ant di�erene between the eÆieny of using expliito�sets or individual �le pointers, only the individual and shared �le point-ers are benhmarked. With regard to (e) and (f), unique and nonatomi areused.5. Filesystem parameters are (a) whih �lesystem is used, (b) how many nodesor proessors are used as I/O servers, () how muh memory is used asbu�erspae on eah appliation node, (d) the disk blok size, (e) the strip-ing unit size, and (f) the number of parallel striping devies that are used.These aspets are also outside the sope of b e� io. The hosen �lesystem,its parameters and any usage of non-default parameters must be reported.6. Additional benhmarking aspets are (a) repetition fators, and (b) how toalulate b e� io, based on a subspae of the parameter spae de�ned aboveusing maximum, average, weighted average or logarithmi averages.To redue benhmarking time to an aeptable amount, one an normally onlymeasure I/O performane at a few grid points of a 1-5 dimensional subspae.To analyze more than 5 aspets, usually more than one subspae is examined.Often, the ommon area of these subspaes is hosen as the intersetion of thearea of best results of the other subspaes. For example in [5℄, the subspae vary-ing the number of servers is obtained with segmented aess patterns, and withwell-hosen blok sizes and lient:server ratios. De�ning suh optimal subspaesan be highly system-dependent and may therefore not be as appropriate for ab e� io designed for a variety of systems. For the design of b e� io, it is impor-tant to hoose the grid points based more on general appliation needs than onoptimal system behavior.3 CriteriaThe benhmark b e� io should haraterize the I/O apabilities of the system.Should we use, therefore, only aess patterns, that promise a maximum band-width? No, but there should be a good hane that an optimized implementation



1276 published in pro., Euro-Par 2000, Aug. 29 - Sept. 1, M�unhen, Germanytype l L U0 1 MB 1 MB 0MPART :=l 41 MB 2 MB 41 MB 1 MB 432 kB 1 MB 21 kB 1 MB 232 kB +8B 1 MB + 256B 21 kB +8B 1 MB + 8kB 21 MB +8B 1 MB + 8B 2
type l L U1 1 MB :=l 0MPART :=l 41 MB :=l 232 kB :=l 11 kB :=l 132 kB +8B :=l 11 kB +8B :=l 11 MB +8B :=l 2

type l L U2 1 MB :=l 0MPART :=l 21 MB :=l 232 kB :=l 11 kB :=l 132 kB +8B :=l 11 kB +8B :=l 11 MB +8B :=l 23/4 see type=2PU = 64Table 1. The pattern details used in b e� ioof MPI-I/O should be able to ahieve a high bandwidth. This means that weshould measure patterns that an be reommended to appliation developers.An important riterion is that the b e� io benhmark should only need about10 to 15 minutes. For �rst measurements, it need not run on an empty systemas long as onurrently running other appliations do not use a signi�ant partof the I/O bandwidth of the system. Normally, the full I/O bandwidth an bereahed by using less than the total number of available proessors or SMPnodes. In ontrast, the ommuniation benhmark b e� should not require morethan 2 minutes, but it must run on the whole system to ompute the aggregateommuniation bandwidth. Based on the rule for well-balaned systems men-tioned in the introdution and assuming that MPI-I/O will attain at least 50perent of the hardware I/O bandwidth, we expet that a 10 minute b e� io runan write or read about 16% of the total memory of the benhmarked system.For this estimate, we divide the total benhmark time into three intervals basedon the following aess methods: initial write, rewrite, and read. However, a �rsttest on a T3E900-512 shows that based on the pattern-mix, only about the thirdof this theoretial value is transferred. Finally, as a third important riterion, wewant to be able to ompare di�erent ommon aess patterns.4 De�nition of the E�etive I/O BandwidthThe e�etive I/O bandwidth benhmark measures the following aspets:{ a set of partitions,{ the aess methods initial write, rewrite, and read,{ the pattern types (see Fig. 1)(0) strided olletive aess, sattering large hunks in memory to/from disk,(1) strided olletive aess, but one read or write all per disk hunk,(2) nonolletive aess to one �le per MPI proess, i.e., on separated �les,(3) same as (2), but the individual �les are assembled to one segmented �le,(4) same as (3), but the aess to the segmented �le is done with olletiveroutines;for eah pattern type, an individual �le is used.



R. Rabenseifner, A. E. Koniges: E�etive I/O Bandwidth Benhmark 1277{ the ontiguous hunk size is hosen wellformed, i.e., as a power of 2, andnon-wellformed by adding 8 bytes to the wellformed size,{ di�erent hunk sizes, mainly 1 kB, 32 kB, 1 MB, and the maximum of 2 MBand 1=128 of the memory size of a node exeuting one MPI proess.The total list of patterns is shown in Tab. 1. The olumn \type" refers to thepattern type. The olumn \l" de�nes the ontiguous hunks that are writtenfrom memory to disk and vie versa. The valueMPART is de�ned as max(2MB,memory of one node / 128). The olumn \L" de�nes the ontiguous hunk inthe memory. In ase of pattern type (0), non-ontiguous �le views are used. If lis less than L, then in eah MPI-I/O read/write all, the L bytes in memory aresattered/gathered to/from the portions of l bytes at the di�erent loations ondisk, see the left-most senario in Fig. 1. In all other ases, the ontiguous hunkhandled by eah all to MPI Write or MPI Read is equivalent in memory andon disk. This is denoted by \:=l" in the L olumn. U is a time unit.Eah pattern is benhmarked by repeating the pattern for a given amount oftime. This time is given by the allowed time for a whole partition (e.g., T =10minutes) multiplied by U=PU=3, as given in the table. This time-driven ap-proah allows one to limit the total exeution time. For the pattern types (3)and (4) a �xed segment size must be omputed before starting the pattern ofthese types. Therefore, the time-driven approah is substituted by a size-drivenapproah, and the repeating fators are initialized based on the measurementsfor types (0) to (2).The b e� io value of one partition is de�ned as the sum of all transferredbytes divided by the total transfer time. If patterns do not need exatly theideal allowed time, then the average is weighted by the unit U . At a minimum,10 minutes must be used for benhmarking one partition. The b e� io of asystem is de�ned as the maximum over any b e� io of a single partition of thesystem. This de�nition permits the user of the benhmark to freely hoose theusage aspets and enlarge the total �lesize as desired. The minimum �lesize isgiven by the bandwidth for an initial write multiplied by 200 se (= 10 minutes/ 3 aess methods). If a system omplies with our rule that the total memoryan be written in 10 minutes for eah aess pattern, then one third of the totalmemory is written by the omplete benhmark, and in eah single pattern withU=1, one 1=192 of the total memory is written. If all proessors are used for thisbenhmark, then the amount written by eah node is not very muh, but a allto MPI File syn in eah pattern may imply that the data is really written todisk. However this assumption is not valid on all systems. For example, on NECSX systems, MPI File syn guarantees only the semanti stated in the MPI-2standard. The data on the �le must be visible to any other appliation, butthe data an stay in a memory bu�er ontrolled by the �lesystem's software.Therefore the benhmark rule, that at least 10 minutes are used for one run,had to be modi�ed for this system. In the urrent version we use for the SX-5measurements, we require that the total amount of data written with the initialwrite-alls must be at least equal to the total amount of the memory of the



1278 published in pro., Euro-Par 2000, Aug. 29 - Sept. 1, M�unhen, Germanysystem. Thus, on the SX-5 we had to inrease the sheduled benhmark time toT=30 minutes.5 Comparing Systems Using b e� ioIn this setion, we present a detailed analysis of eah run of b e� io on a parti-tion. We test b e� io on three systems, the Cray T3E900-512 and SX-5Be/32M2at HLRS/RUS in Stuttgart and an RS 6000/SP system at LLNL alled \blue."On the T3E, we use the tmp-�lesystem with 10 striped Raid-disks onneted viaa GigaRing for the benhmark. The peak-performane of the aggregated parallelbandwidth of this hardware on�guration is about 300 MB/s. The LLNL resultspresented here are for an SP system with 336 SMP nodes eah with four 332MHz proessors. Sine the I/O performane on this system does not inreasesigni�antly with the number of proessors on a given node performing I/O, alltest results assume a single thread on a given node is doing the I/O. Thus, a 64proessor run means 64 nodes assigned to I/O, and no requested omputationby the additional 64*3 proessors. On the SP system, the data is written to theIBM General Parallel File System (GPFS) alled blue.llnl.gov:/g/g1 whih has20 VSD I/O servers. Reent results for this system show a maximum read per-formane of approximately 950MB/se for a 128 node job, and a maximum writeperformane of 690MB/se for 64 nodes [5℄.1 Note that these are the maximumvalues observed, and performane degrades when the aess pattern and/or thenode number is hanged. The NEC SX-5 system has four striped RAID-3 arraysDS 1200, onneted by �bre hannel. The SFS �lesystem parameters are: 4 MBluster size (=blok size), and if the size of an I/O request is less than 1 MBthen a 2 GB �lesystem-ahe is used.On both platforms, MPI-I/O is implemented with ROMIO but with di�er-ent devie drivers. On the T3E, we have modi�ed the MPI Release mpt.1.3.0.2,by substituting the ROMIO/ADIO Unix �lesystem driver routines for open-ing, writing and reading �les. The Posix routines were substituted by the asyn-hronous ounter part, diretly followed by the the wait routine. This trik en-ables parallel disk aess [13℄. On the RS 6000/SP blue mahine, GPFS is usedunderneath the MPICH version of MPI with ROMIO. On the SX-5, we useMPI/SX 10.1.For eah run of b e� io, the I/O bandwidth for eah hunk size and patternis reported in a table that an be plotted in the pitures shown in eah row inFig. 2. First, onsider the �rst two rows of Fig. 2. They show the results of onebenhmark on the SP and T3E systems, both sheduled to run T =10 minutes,during whih time other appliations were running on the other proessors ofthe systems. They demonstrate the main di�erenes between both MPI and�lesystem implementations. Based on the results in Fig. 3, whih we disuss later,we deided to run the benhmark on the T3E on 32 proessors and on the SP1 Upgrades to the AIX operating system and underlying GPFS software may havealtered these performane numbers slightly between measurements in [5℄ and in theurrent work.
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(b) 32 PEs on the T3E900-512 at HLRS, T =10min, b e� io = 71 MB/s
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Fig. 3. Comparison b e� io of di�erent numbers of proesses on SP and T3E,measured partially without pattern type 3.on 128 proessors. The three diagrams in eah row of Fig. 2 show the bandwidthahieved for the three di�erent aess methods: writing the �le the �rst time,rewriting the same �le, and reading it. On eah diagram, the bandwidth is plottedon a logarithmi sale, separately for eah pattern type and as a funtion ofthe hunk size. The hunk size on disk is shown on a pseudo-logarithmi sale.The points labeled \+8" are the non-wellformed ounterparts of the power oftwo values. The maximum hunk size is di�erent on both systems beause themaximum hunk size was hosen proportional to the memory size per node toreet the saling up of appliations on larger systems. On the SX-5, a reduedmaximum hunk size was used.Type 0 is a strided aess, but the bu�er used in eah I/O-all is at least1 MB. In the ase of a hunk length less than 1 MB, the bu�er ontents must besattered to di�erent plaes in the �le. On the T3E, this pattern type is optimal,exept for hunks larger than 1 MB, where the initial write of segmented �les isfaster. When non-wellformed hunk sizes are used, there is a substantial drop inperformane. Additional measurements show that this problem inreases withthe total amount of data written to disk. On the RS 6000/SP, other patterntypes show higher bandwidth.Type 1 writes the same data to disk, i.e., eah proess has the same logial�leview, but MPI-IO is alled for eah hunk separately. In the urrent benh-mark, this test is done with individual �lepointers, beause the MPI-I/O ROMIOimplementation on both systems does not have shared �lepointers. By default,b e� io measures this pattern type with shared pointers when available. On bothplatforms, this pattern type results in essentially the worst bandwidth for mostaess methods and hunk sizes.Type 2 is the writing winner on RS 6000/SP. Eah proess writes a separate�le at the same time, i.e., parallel and independently. (We note that optimizedvendor supplied MPI-IO implementations may do a better job with other pat-tern types.) Type 3 writes in the same pattern, but the �les of all proesses are



R. Rabenseifner, A. E. Koniges: E�etive I/O Bandwidth Benhmark 1281onatenated. To guarantee wellformed starting points for eah proess, the �le-size of eah proess is rounded up to the next MByte. Type 4 writes in the sameway as type 3, but the aess is done olletively. On the T3E, we see that thesethree pattern types are onsistently slow for small bu�er sizes and onsistentlyfast for large bu�er sizes. In ontrast on the RS 6000/SP, type 3 and 4 are abouta fator2 of 10{20 slower than type 2 for writing �les. For reading �les, thediagram annot show the real speed for type 3 and 4 due to three e�ets: Therepetition fator is only one for hunk sizes of 1 MB and more, the reading of the8 MB hunk �lls internal bu�ers, and urrently, the b e� io does not performa �le syn operation before reading a pattern. Looking at the (non-weighted)average, we see that on the RS 6000/SP, reading the segmented �les is a fatorof 2.5 slower than reading individual �les.Finally on both systems, the read aess is learly faster than the write aess.On the T3E, the read aess is 5 times faster than \�rst write" and 2.7 fasterthan \rewrite". On the RS 6000/SP blue mahine, the read aess is 10 timesfaster than both types of write aess. The measurements were done with b e� ioRelease 0.5 [10℄.The last row of Fig. 2 shows the measurement on the SX-5. It had to be donewith the longer shedule time of T=30minutes to assure that most of the I/Ooperations are done on real disks and not only in the �lesystem's internal bu�erspae. The urves show still some hot spots that may be aused by pure memoryopying. One an see that the sattering-pattern type 0 and the separate-�le-pattern type 2 perform the best. There is little di�erene between wellformed andnon-wellformed I/O. Write and read bandwidth are similar. For long hunk sizes,reading from separate �les (pattern type 2) is faster than the gathering/stridedaesses (type 0 and 1) and the segmented aesses (type 3 and 4).Figure 3 shows the b e� io values for di�erent partition sizes and di�erent val-ues of T , the time sheduled for benhmarking one partition. All measurementswere taken in a non-dediated mode. For the T3E, the maximum is reahed at 32appliation proesses, with little variation from 8 to 128 proessors. In general,an appliation only makes I/O requests for a small fration of the ompute time.On large systems, suh as those at the High-Performane Computing Center atStuttgart and the Computing Center at Lawrene Livermore National Labora-tory, several appliations are sharing the nodes, espeially during prime timeusage. In this situation, I/O apabilities would not be requested by a signi�antproportion of the CPU's at the same time. \Hero" runs, where one appliationties up the entire mahine for a single alulation are rarer and generally runduring non-prime time. Suh hero runs an require the full I/O performaneby all proessors at the same time. The right-most diagram shows that the RS6000/SP �ts more to this latter usage model. Note that GPFS on the SP's is on-�gurable, i.e., number of I/O servers and other tunables, and the performaneon any given SP/GPFS system depends on the on�guration of that system.2 All fators in this setion are omputed, based on weighted averages using the timeunits U , if not stated otherwise.



1282 published in pro., Euro-Par 2000, Aug. 29 - Sept. 1, M�unhen, GermanyFigure 3 also shows that on both systems, the results depend more on theI/O usage of the other onurrently running appliations on the system than onthe requested time T for eah benhmark. Comparison of measurements withT =10 and 30 minutes shows that the analysis reported in Fig. 2 may vary indetails. For instane, the di�erenes between wellformed and non-wellformed I/Ois more notable with T =30 minutes on the T3E.Finally, we ompare these results with other measurements. On the sameRS 6000/SP, Posix read and write measurements ranging between 500 and 900MB/s are measured [5℄. 3 The b e� io result is 311 MB/s in the presented mea-surement. This means that the MPI appliation programmer has a real haneto get a signi�ant part of the I/O apabilities of that system. On the T3Estudied, the peak I/O-performane is about 300 MB/s. Thus the b e� io valueof 71 MB/s shows that on average, only a quarter of the peak an be attainedwith normal MPI programming. We also note that the ROMIO implementationon the RS 6000/SP has not been optimized for the GPFS �lesystem. Vendorimplementations and future versions of ROMIO should show performane loserto peak.In general, our results show that the b e� io benhmark is a very fast methodto analyze the parallel I/O apabilities available for appliations using the stan-dardized MPI-I/O programming interfae. The resulting b e� io value summa-rizes I/O apabilities of a system in one signi�ant I/O bandwidth value.6 OutlookIt is planned to use this benhmark to ompare several additional systems. Moreinvestigation is neessary to solve problems arising from 32 bit integer limitsand handling read bu�ers in ombination with �le syn operations. Although[1℄ stated, that \the majority of the request patterns are sequential", we shouldexamine whether random aess patterns an be inluded into the b e� io benh-mark.AknowledgmentsThe authors would like to aknowledge their olleagues and all the people thatsupported this projet with suggestions and helpful disussions. At HLRS, theywould espeially like to thank Karl Solhenbah and Rolf Hempel for produtivedisussions for the redesign of b e�. At LLNL, they thank Kim Yates and DaveFox. Work at LLNL was performed under the auspies of the U.S. Departmentof Energy by University of California Lawrene Livermore National Laboratoryunder ontrat No. W-7405-Eng-48.3 Again we note that upgrades to the AIX operating system and underlying GPFSsoftware may have slightly altered these performane numbers between measure-ments.
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