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You make a fool of yourself if you declare that you have discovered something, when all you are observ-
ing is random chance.

(David Colquhoun)
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This observation [i.e. learning from data is impossible] was first made (in somewhat different form) by
the philosopher David Hume over 200 years ago, but even today many mistakes in machine learning
stem from failing to appreciate it.

(Pedro Domingos)

Why call it machine “learning” then?
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▶ To learn something you have to make inductive assumptions.

▶ These assumptions cannot be inferred from the data alone.

▶ These assumptions must be justified! They must be good, apropriate assumptions.
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Figure: Image improvement of moon shot with Samsung smart phone
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Data processing inequality
If random variables have mutual information I(X;Y ) then no way of (conditionally independently) processing Y
can increase that information. I(X; f(Y )) ≤ I(X;Y )

▶ If the information is not there, there is no way to conjecture it.

▶ What does this mean for techniques such as imputation, oversampling etc.?
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Generalization
A classifier generalizes well iff its true risk is close to its empirical risk.

True risk: the average loss with respect to the data generating distribution (which you don’t know).

Emp. risk: the loss on the training set (which is easy to calculate).

Moral: we must somehow estimate the true risk.
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Cross-validation
CV is widely used in statistics and ML to give generalization guarantees from the data alone.

▶ Training Test split

▶ Training Test Validation split

▶ Leave-one-out CV

▶ k-fold CV

▶ Bootstrapping
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Cross-validation is a widely used technique to estimate prediction error, but its behavior is complex
and not fully understood. Ideally, one would like to think that cross-validation estimates the prediction
error for the model at hand, fit to the training data. We prove that this is not the case for the linear
model fit by ordinary least squares; rather it estimates the average prediction error of models fit on other
unseen training sets drawn from the same population.

(Bates et al.)

▶ CV does not do what many people think it does.

▶ The statistical error of CV cannot be estimated without knowledge of the data generating distribution.

▶ In ML we generally don’t have knowledge of the data generating distribution.

NB: This is already the high art of CV, assuming that everything went according to the textbook. Practice looks
often different.
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Data leakage
Data leakage is a spurious relationship between the independent variables and the target variable that arises
as an artifact of the data collection, sampling, or pre-processing strategy.

(Kapoor and Narayanan)
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L1 Lack of clean separation of training and test dataset

L2 Model uses features that are not legitimate.

L3 Test set is not drawn from the distribution of scientific interest.
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▶ A model sheet is a questionaire.

▶ Questions are designed to pin critical points of leakage.

▶ Has to be filled out after training.

▶ Should be supplemented with publication.
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Stuttgart S-Bahn
Fill the model sheet for the Stuttgart S-Bahn model you trained on the first day. Start with Section 2. Work in
Groups of 2.

▶ You might need to consult slides and code from day 1.

▶ If you think a question does not apply please say why.
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