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Purpose of Offload Advisor

• Offload Advisor is designed to help users to port their codes to accelerators

• It can identify the portions of a code that are profitable to be offloaded to 
an accelerator (e.g. GPU)

• It can also predict the code's performance if run on an accelerator and lets 
you experiment with accelerator configuration parameters

Accelerator

Advisor said, I 
can delegate a 
work to you..

Deal!

Host
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How it works

• Offload Advisor reuses Intel Advisor powerful characterization framework

• Also, it is enriched with data traffic, memory sub-system simulation and 
analytical performance modeling to enable new Offload Advisor workflow

Application 
execution(s) on 

baseline

Application
characteristics

Estimation for a
target device

Available baselines:
CPU, Intel iGPU

Available targets:
Intel GPU

Gathered data 
from

Intel Advisor 
analyses

Performance modeling

Performance estimation

Data
traffic 

simulation

Memory 
sub-system 
simulation
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How it works (CPU  to GPU offloading)

• Data transfer taxes: copy data between CPU and GPU
• Offload taxes: time to place task to GPU task dispatcher
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How it works: Region time calculation
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How it works: Calculation of total time for a loop 
hierarchy
We minimize the total time spent in a loop hierarchy by varying offload 
strategies U (offload/non-offload, #threads for each component 𝑙𝑜𝑜𝑝𝑖 of loop 
nest) 

𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆 𝒇𝒖𝒏𝒄𝒕𝒊𝒐𝒏 ∶

𝑻𝒂𝒍𝒍 = min
𝑈={𝑢𝑓1,𝑢𝑓2,..}

( 

𝑖

𝑻𝒊 + 𝑡𝑑𝑎𝑡𝑎 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 + 𝑡𝑖𝑛𝑣𝑜𝑘𝑒 + 𝑇𝑐𝑝𝑢 )

𝑻𝒊 = 𝑚𝑎𝑥

𝑇𝑖
𝐶𝑜𝑚𝑝_𝑜𝑛𝑙𝑦

𝑇𝑖
𝑀𝑘_𝑜𝑛𝑙𝑦 𝑀𝑖

𝑘 =
𝑴𝒊

𝒌

𝑩𝑾𝒌

This is effective 
“balance”

(throughput) model

Reject loop nests for which 
T (x86) / 𝑻𝒂𝒍𝒍 (x86+”X”)  < 1.0

𝑈𝑛𝑑𝑒𝑟 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑖𝑐 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 (𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑖𝑒𝑠 𝑎𝑛𝑑 𝑇𝑟𝑖𝑝𝐶𝑜𝑢𝑛𝑡/𝐺𝑟𝑎𝑛𝑢𝑙𝑎𝑟𝑖𝑡𝑦)
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The Lab Activities

Activity 0: Making the Project on GitLab

Activity 1: Building and running N-body base version

Activity 2: Running performance estimation for the base version

Activity 3: Looking at the estimation results

Activity 4: Rewriting code using DPC++

Activity 5: Building N-body DPC++ version

Activity 6: Comparing base and DPC++ versions
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Activity 0: Make your Project

Navigate to https://gitlab.boostcode.ru/ , 
Register and Create a project  
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Activity 0: Import Project

1

2

3

4
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Activity 1: Build & Run

Create your own pipeline to build & run the N-Body base version:

• Add the following jobs to .gitlab-ci.yml in your project:

nbody-base-build:
stage: build
tags:
- oneapi

script:
- make -C ./nbody/base

artifacts:
paths:
- ./nbody/base/nbody

nbody-base-run:
stage: run
tags:
- oneapi

script:
- ./nbody/base/nbody $NBODY_ARGS

dependencies:
- nbody-base-build
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Activity 1: Check pipeline
status
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How to run Performance Estimation

Commands Notes

Stand-alone run_oa.py script Most simple and least flexible. Does 
not support MPI applications.

Combination of collect.py and analyze.py scripts Somewhat simple and flexible. Does 
not support MPI applications.

Combination of Advisor Command Line advixe-cl and 
analyze.py script

Least simple and most 
flexible. Applicable to MPI 
applications.

There are three methods varying in simplicity and flexibility to run performance profiling 
and performance modeling. Performance profiling and performance modeling are used 
together to derive performance estimates.
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run_oa.py script (most simple)

This is the most simple method. 

It automates the process of invoking performance profiling with reasonable 
pre-defined options, then runs performance modeling on the resulting profiles 
to generate performance estimates.

▪ python $APM/run_oa.py <advisor_results_dir> -o <apm_results_dir> [options] --
<app_binary> [app_options]
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collect.py & analyze.py (simple and flexible)

This is a middle-of-the-road method that is moderately simple and flexible. 
The collect.py script automates the process of performance profiling and 
the analyze.py script implements performance modeling.

▪ python $APM/collect.py <advisor_results_dir> [options] -- <app_binary> 
[app_options]

▪ python $APM/analyze.py <advisor_results_dir> -o <apm_results_dir>
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advixe-cl & analyze.py (most flexible)

This is the most flexible method including calling advixe-cl (directly invoking 
the run of Advisor analyses) and a script analyze.py that implements 
performance modeling.

For each required Advisor analysis, you should run advixe-cl with the 
appropriate parameters. After all the information is collected, you should run 
analyze.py.

Example of Survey analysis run:

▪ advixe-cl --collect=survey --auto-finalize --stackwalk-mode=online -static-
instruction-mix –-project-dir=<advisor_results_dir> -- <app_binary> [app_options]
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Activity 2
Add a job to run the performance estimation for the N-Body base version:

• Uncomment the following job:

nbody-base-profile:
stage: profile
tags:
- oneapi

before_script:
- . . .

script:
- mkdir adv_prj

# Running Offload Advisor
- advixe-python $APM/collect.py --config=gen9 ./adv_prj -c basic -- ./nbody/base/nbody $NBODY_ARGS
- advixe-python $APM/analyze.py --config=gen9 --set-parallel=GSimulation.cpp:103,GSimulation.cpp:129 ./adv_prj

# Running base version of nbody sample
- . . .
- ./nbody/base/nbody $NBODY_ARGS | tee -a sample_run.log

. . .
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Activity 2: Download artifacts

http://software.intel.com/en-us/articles/optimization-notice




Copyright ©, Intel Corporation. All rights reserved. 
*Other names and brands may be claimed as the property of others.

Refer to software.intel.com/articles/optimization-notice for more information regarding performance & optimization choices in Intel software products.
23

Activity 3
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Activity 3
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Activity 4
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Activity 5

• Disable nbody-base-run and nbody-base-profile jobs (comment them)

• Add the following jobs to .gitlab-ci.yml in your project:

nbody-dpcpp-build:
stage: build
tags: 
- oneapi

script:
- make -C ./nbody/dpcpp

artifacts:
paths:
- ./nbody/dpcpp/nbody

nbody-run:
stage: test
tags: 
- oneapi

script:
- ./nbody/base/nbody $NBODY_ARGS
- ./nbody/dpcpp/nbody $NBODY_ARGS

dependencies:
- nbody-base-build
- nbody-dpcpp-build
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Activity 6
Performance 
estimation

Actual runs
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Notices & Disclaimers
Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. 
Learn more at intel.com, or from the OEM or retailer. 

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance 
tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any 
change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully 
evaluating your contemplated purchases, including the performance of that product when combined with other products.  For more complete 
information visit www.intel.com/benchmarks.  

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY 
INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS 
ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR 
A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Copyright ©, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Core, VTune, OpenVINO, and the Intel logo are trademarks of Intel 
Corporation in the U.S. and other countries.

Optimization Notice

Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. 
These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or 
effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for 
use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the 
applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. 
Notice revision #20110804
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