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Agenda

* Public Intel Developer Cloud (IDC) slurm usage
* IDC instances for HLRS workshop
» Backup: Old Intel Devcloud

= Backup: Using putty to access IDC instances
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SOLUTIONS DEVELOPERS PARTNERS

Overview

Intel® Developer Cloud

Intet* Developer Cloud is a service platform for developing and running workloads In Intel*-optimized d¢
latest Intel® processors and performance-optimized software stacks.

No Downloads « No Installations

Everything You Need to Get Up and Running Faster

The Intel* Developer Cloud makes it easier to access the latest Intel* hardware and software with no setups,
configurations, instaliations, or downloads required

* Ready-to-use deployment and development environments

* Access to host systems with the latest Intel processors

* Comprehensive catalog of Intel software, toolkits, and libraries

e Support resources with sample code and documentation

Beta Trial Open Now
The Intel Developer Cloud tnal is open to prequalified Intel customers and approved developers. To get started

» Sign up for a standard Intel* Developer Zone account.
* Explore the service catalog. 8
» Schedule and deploy the service with Intel* Developer Cloud management console. @

* N O@ ) i

@ ¢ Q Search Intel.com

cloud.intel.com

loyment environments with the

Create
Developer

account
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Select your Hardware — second line is
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intel PRODUCTS  SUPPORT SOLUTIONS DEVELOPERS PARTHERS & B Q ey

Instancns Gt viarted Suppon

Launch Instance & Vie

Select an Instance and Click Launch

Beta - Intel* Teunt Domain Extensans Dntel® TDX) with 41th Generation intel® Xeon® Scalabie processors
Irtel® Max Secws GPU (PVE) on 4th Gen Intel® Xean® procesyors - 1100 seres {4x] [Batch Processing/Schedules aconss) ,

Ath Generation Intel* Xeon' Scalable processors

Irtel* Data Conter GPU Max 1550 {four GPUs| with 4th Generstion Inted® Xecn® Scalable processars

Inel* Xeon® processon, codenamed Sapphire Rapids with high bandwidth memory [HBM] HBM-Only mode
Intel* Xeon' processons, codenamed Sapphire Rapios with high bandwidth memory (HBM) - Flst mode
Intel* Xeon® processon, codenamed Sapphire Rapids with high bandwidth memory [HBM] - Cache mode
Intel* Data Centar GPU Flex 170 [(single GPU) with 4th Generation intel* Xeor* Scalable processorn

Irtel® Cata Center GPU Max 1100 with 4th Generaton Intel* Xeon* Scalable processors n
Irtel* Data Center GPU Flex 170 [single GPUs| with 3rd Generation Intel* Xeon® Scalable Processors

Habana® Gaudi2 Deep Learning Server featuring eight Gaudi2 HL-225M mezzanine cards and istest Intel* Xeon® Processors a r I n S a n C e

Inte|* Data Center GPU Flex 170 (three GPUs| with 3rd Generation Intel* Xeon* Scalable Processors

Ty Virtusi Machine - 41h Generation Intel* Xean® Scalable processors

Small Virtual Machine - dth Generation Intet* Xeon® Scalable proceszors

Medium Virtusl Machire - 4th Generation Intel* Xeon alable processcrs

Large Virtual Machine - 4th Generation intel* Xeon* Scalable processors

Additional Infarmation:

Operating Systens Uburt: 22.04.» Memorey Speed: 4000 MT/
CPUID; Ox806F2 DIMM Size: 3268
Accelerator: Intel* Data Center GPU formerly known as DIMM Coum: &

Ponte Vecchio Storage: 2TB

Cost: D.00 USD per hour

Launch Instance

intel.



Copy ssh line
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Instance 1D: 64

Access:
Instance Type: Intel* Max Series GOLI [PVC) on 4th Gen Intel* Xeon® processors - 1100 series (4x) (Batch
Processing/Scheduled accessy

20 days imitinl sccess and 7 days axtensions

You have access untd 2023-00-04 0400 AM
Your access will be automatically extended if you login to batch server, durmng the last 5 dwys before expiration date,

How to Access/Connect: Click bere to get instructions

Conmection Infoc ssh u10015£4@ dchetabatch.egitnintel com Iy ' O py S S h | I n e

Inted” Developer Cloud Accass Agreement Cick hare 1o ruad Intel” Dayelapes Cloud Access Agrewmnt

I agree

Agree to access

intel.



hbockhor@hbockhor-mobl: = X =y

Last login: Tue Sep 12 ©2:12:48 2023 from 134.191.221.84

WSsl example

sinfo -al
squeue -al

2:“)::(?_1“-);3[{EZ;:ITION-NAME} {SCRIPT-NAME} R u n I nte raCtlve Iy

scancel {JOB-ID}

Tue Sep 12 02:21:25 2023

PARTITION AVAIL TIMELIMIT JOB_SIZE ROOT OVERSUBS GROUPS NODES STATE NODELIST

pvc-shared#* up 4:00:00 1 no FORCE:50 all 12 allocated idc~beta-batch-pvc-node-[01-62,04~10,13,615-16]
pvc-shared# up 4:00:00 1 no FORCE:50 all 9 idle idc-beta-batch-pvc-node-[03,11-12,14,617-21]

By default, only one GPU device is selected, run unset $ONEAPI_DEVICE_SELECTOR to use specific device(s).

Your User Account expires on : Oct 02, 2023

Before your account expires, please download your data. To auto extend, login here in the last 5 days.
Avoid storing any files in the /tmp folder to prevent other users from accessing them or removed on reboots.




IDC oneapi commands

" |nteractive usage:
S srun —--pty bash

= Show jobs
S squeue -1
identify my job by looking at node name and timestamp

= Source oneAPI
S source /opt/intel/oneapi/setvars.sh

intel.



IDC commands |

= Test SYCL:

$ sycl-ls Just single card visible

hbockhor@hbockhor-mobl: ~ X + v

ule0154@idc-beta-batch-pvc-node-05:~$ sycl-1s
Warning: ONEAPI_DEVICE_SELECTOR environment variable is set to opencl:cpu;opencl:fpga;level_zero:1.
To see the correct device id, please unset ONEAPI_DEVICE_SELECTOR.

[opencl:acc:0] Intel(R) FPGA Emulation Platform for OpenCL(TM), Intel(R) FPGA Emulation Device 1.2 [2023.16.7.0.21_160000]
[opencl:cpu:1] Intel(R) OpenCL, Intel(R) Xeon(R) Platinum 8u80+ 3.0 [2023.16.7.0.21_160000]

[ext_oneapi_level_zero:gpu:0] Intel(R) Level-Zero, Intel(R) Data Center GPU Max 1160 1.3 [1.3.26516]
ule0154@idc-beta-batch-pvc-node-05:~$

Node name | evel zero device

intel.
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IDC reserved nodes

* 4 nodes similar to public IDC

= Personal accounts for HLRS Users who provided a public key
= Account names will be provided on slack

* Follow the recipe in the exercise-support channel

intel.






OLD DevCloud
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Intel” DevCloud for one AP

Free Access, A Fast Way to Start Coding

Learn Data Parallel C++

A development sandbox to develop, test and
run workloads across a range of Intel® CPUs, Use Intel® oneAPI Toolkits

GPUs, and FPGAs using Intel’'s oneAPI software
Evaluate Workloads

For customers focused on data-centric
workloads on a variety of Intel® architecture

Prototype Your Project

Build Cross-architecture Applications

No Downloads | No Hardware Acquisition | No Installation | No Set-up & Configuration

Get Up & Running in Seconds! --click on “Get Free Access”

https://devcloud.intel.com/oneapi/home/

intel.


https://devcloud.intel.com/oneapi/home/

PROR IWUTION Evi - PA i ,V\. a Q Search intel com

suslOnErs v e mrurone i v Overview

Intel® Developer Cloud

Learn, prototype, test, and run your workloads for free on a cluster of the latest Intel® hardware and software.

ForoneAP! Applications For the Ed

Learn about and program your oneAP! multarchitecture applications using Evaluate, benchmarik, and prototype Al and edge solutions on Intel*

- the latest optimized Intel* oneAP] and Al Tools and test your workloads hardware with iImmediate worldwide access Launch contasnerized workloads
I C ntel* CPUs and GPUs on Intel* Architecty SINg Xubernetes®

————— Learn More

Learn More

ere

Available Hardware Available Software Available Development & Run
Intel* CPUs Included Toolkits Environments
o Intel* Cora™ 15 Intel Core 17, and Intel Core 1 ¢ [ntel” onaAP! Bass Toolkit Container-Based Workloads

| Processorns o ntel* oneAPI HPC Toolkit Uso this powe Lubernetos* envir

o Intal” Xeor

o Intal® Al Ar import and run containars, HELM* ¢

e Intel” o buildable source
FPGAs * Intel* Dest
10 FPC ¢ |ntel* Quartus® Prime JupytarLab
o intel® A" 10 FPGA
o Intel” Stratix® 10 FPGA Creata coge directly within a wet sedl

Featured Tools & Libraries ervironment and explore & Library of tutorials and

Intel* GPUs * Intel” o e applications
1 * |ntel* ona/
o intel* HD Graphics .

Co+ Compiler samg

C++ Library

ntol® C++ tors & Intet* Fartran Co o, )
« fntel* UKD Graphics o et s > Fortran Compiie Secure Shell {SSM) Direct Connection
' 2 ¢, intel’-one Lonnect cure to a node and run your
o Intet” Iris* Plus graphics , 359 > Connect directly wode and Tun you
o Intel” Iris® X' MAX GPUL * Intel® ¢ ’ workloads using a command line mterface
8L R 2 CTRENEL N N o Intel* one p Nel ary

or o U
* Intel* Destribution for P

o Intol* VTune™ Profider &
£®  Give Feedback

L

intel.



v = O X
weet Oerview | el @ DeeOoud x B
| N
< C O # dewdoudintelcom/oneapi/Mome/ = Y« » 0O o ( Updme 2 )|
Wit Arduing - Yoame Minecralt Lo e MA Lrrte) MPY Gromin PO Noget Kafer PC Bauen neAMt Frogramming e [T Tarowd " Crher bookmarks |

Sign out (u184278)
PRODUCTS SUPPORT SOLUTIONS DEVELOPERS PARTNERS Expiration Date : 05/23/2024

Request Extension

oneAP|

Softw Tools DevCloud ~

User name

| > |
ntel® DevCloud for oneAPI and

Overview GetStarted Documentation Forum

Expiration
Date

VIEW ALL ANNOUNCEMENTS >

ew® inmtel® Al Analytics Toolkit 2023.1 Is now publicly available — W're happy to announce avadabilty of ntel® Al Analytics Toolkit 2023 1 in the Intel* Developar Cloud for oneARI Projects This raleass now be
‘4th Gen intel® Xeon® Scalable Processors are now publicly available — We're happy 1o announce availability of “ath Gen Intel” Xeon® Scaiable Processors in the Intal* Developer Cloud for oneAP| Projects. This I
intel® oneAP! 2023 Tools are now avaitable in the Intet® Developer Cloud for oneAP!| Projects — We're happy to announce Intel* oneAP| 2023 Tools availability in the Intel* Developer Cloud for oneAP| Projects T

Announcements
» Feb3,2023

[est Performance on CPU, GPU, What You Get Why oneAPI?
and FPGA Architectures

« Free access 10 intel* oneAP| tootkits and components » Freegom of cholce for accelerated computing across
and the latest Intel* hardware mulpple architectures: CPU, GPU, and FPGA
CPU: » 220 GB of file storage * Anopen alternative to propretary lock-in
|
| « intel* Xeon® Scalable 6128 processors « 192 GBE RAM « SYCL®, a standards-based abstraction layer for

programming heterogeneous and officad processors

« Intel* Xeon"* Scalable 8256 processors o 120 days of access (extensions available)
using modem 1S0O C++

| o intel* Xeon® E-2176 PE30 processors (with Intel * Terminal Interface (Linux*) e
| i AR . . o Optimized libraries for API-based programming
| Graphics Technology) « Microsoft Visual Studin® Code integration
) » Advanced analysis and deDug tools
| « Remote Desktop for Intel” oneAPI Rendering Toolkit
| * CUDA* scurce code migration
| GPU: -

« Additional support for OpenCL and RTL development

« Intel* Xeon® E-2

76 P630 processors (with Intel* o
6 Pe )¢ e on FPGA nodes
Graphics Technology)

| « intel® Iris® Xe MAX

FPGA:

o Intel* Ama* 10 FPGAs

o Intel* Stratx* 10 FPGAsS

intel.
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wee Corvrmt o Urugimas | » RS : . = }

« 33 C o 8 devcloud mtel com/anmapidn sttt s ennest - with-ash e mase “ % 0O o Lodee §
Vewtter Ardiaro - Hore M at tetnd ’ MH Intad MM W — Ko I fhamsont Ry Weinaissien e Mt . Othae bioxtnark
Sign out (U154278)

PANTNERS Expiration Date : 05/23/2024

SRODUCTY SuUPPONT SOLUTIONS DEVE

ocls DevCioua oneAr

View: Connect Intel® DevCloud for oneAP!
tO DeVCIOud Overview GetStarted Documentation  Forum

I you are rurning Uinux or @ macOS operating zystem you can access the clister using the native Secure Shell (SSH) client, you will need 10 set up S5 tunneling a2 descrived

Connect 10 the mailn
N SonoRcE I Delow

<Lloud

v

Download & Configure Thard
Farty Dependencles

Connect from Linux/macOS Option 3: Automated Configuration v

Connect from Wandows
' DpenSsSH

ommended)| Option 2: Manual Configuration W

Cannect from Wandowa

with Cygwin |deprecated)

Using VSCode

Vv How 10 uge the DevCloud

Company Information  Our Commitment  Communites  Investor Relations Contact Us  Newsroom  Jobs

intel. s



Connection Methods

CPU

Terminal :
Choose your Access o SSH =& '-°§‘i“ —_
Connection = A Node
Method I— !

T\l — IDE Access Job — Compute
- Queue Nodes !
| GPU
N

Remote
Desktop FPGA
s—
Jupyter
.\/
Notebooks
Storage Server Access oneAPI Get Trained o ' Forum Access to Latest
(Up to 200GB) ® Toolkits on DPC++ = Support Intel Hardware

intel. s



Get Started (ssh)

https://devcloud.intel.com/oneapi/get_started/baseToolkitSamples

1 Connect to DevCloud w

Connect to the DevCloud using SSH Clients.

2 Hello World! Get Started by running a simple sample on DevCloud. A

Use this simple sample to confirm that you are connected to oneAP! DevCloud

2.1. CPU/GPU Vector-Add sample walkthrough

1. Connect to the DevCloud.

[ mynamsimyhomecomputer] $ ssh develoud
2. Download the samples

[u115975%#login-2] $ git clone https://github.com/oneapi-src/oneAPI-samples.git
3. Go to the vector-add sample.

[ul18975@iogin-2] $ cd oneAPI-samples/DirectProgramming/DPC++/DenselinearAlgebra/vector-add/

Build and run the sample in batch mode

intel.


https://devcloud.intel.com/oneapi/get_started/baseToolkitSamples

PBS Batch System

* DevCloud uses the PBS Batch System for node access

" Interactive jobs are possible (6 hours default)

= https://devcloud.intel.com/oneapi/documentation/job-submission

How to submit a batch job
[ul15975@login-2] $ ‘ gqsub -1 nodes=1:gpu:ppn=2 -d . job.sh

Note: -1 nodes=1:gpu:ppn=2 (lower case L) is used to assign one full GPU node to the job.
Note: The -d . is used to configure the current folder as the working directory for the task.
Note: job.sh is the script that gets executed on the compute node.

How to request interactive mode
[ul15975@login-2] $ ‘ gsub -I -1 nodes=1:gpu:ppn=2 -d .
Note: -I (upper case i) is the argument used to request an interactive session.

intel. s


https://devcloud.intel.com/oneapi/documentation/job-submission

Basic PBS Queries

* Query available nodes

> pbsnodes
s001-n001

grep 1 ASI

= Check node characteristics

> pbsnodes

gr

properties =

properties
properties
properties
properties
properties
properties
properties
properties
properties
properties
properties

ep properties | sort -u

= core,tgl,i19-11900kb, ram32gb, netgbe, gpu,genll

= xeon,cfl,e-2176g,ram64gb, netlgbe, gpu, gen9

= xeon, clx,raml92gb,netlgbe,batch,extended, fpga, stratixl0, fpga runtime
= xeon, icx,gold6348, ramgb,netgbe, jupyter, batch

= xeon,icx,plat8380, ram2tb,netlgbe,batch

= xeon, skl,gold61l28,raml92gb,netlgbe, fpga runtime, fpga, agilex

= xeon, skl,gold6128,raml92gb,netlgbe, fpga runtime, fpga,arriall
= xeon,skl,golde6l28, raml92gb, netlgbe, jupyter,batch

= xeon, skl,gold61l28,raml92gb,netlgbe, jupyter,batch, fpga compile
= xeon, skl,ram384gb,netlgbe, renderkit

= xeon, spr,max9480, ram256gb, netgbe, batch, hbm

= xeon, spr,raml024gb, netgbe, dnp50

intel.
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Basic one AP| Queries

= oneAP| environment on node

» source /opt/intel/oneapi/setvars.sh # or load module
» which icpx
/glob/development-tools/versions/oneapi/2023.1.2/oneapi/compiler/2023.1.0/1linux/bin/icpx

= Check GPU characteristics

> sycl-1s --verbose

Platform [#3]:

Version : 1.3
Name : Intel (R) Level-Zero
Vendor : Intel (R) Corporation
Devices : 1
Device [#0]:
Type ¢ gpu
Version : 1.3
Name : Intel (R) UHD Graphics [0x9a60]
Vendor : Intel (R) Corporation
Driver : 1.3.24595
default selector() : gpu, Intel(R) Level-Zero, Intel(R) UHD Graphics [0x9a60] 1.3 [1.3.24595]
accelerator selector() : No device of requested type available. Please chec...
cpu_selector () : cpu, Intel(R) OpenCL, 1lth Gen Intel(R) Core(TM) 19-11900KB @ 3.30GHz 3.0 [2023.15.3.0.20 160000]
gpu_selector () : gpu, Intel(R) Level-Zero, Intel(R) UHD Graphics [0x9a60] 1.3 [1.3.24595]
custom selector (gpu) : gpu, Intel(R) Level-Zero, Intel(R) UHD Graphics [0x9a60] 1.3 [1.3.24595]
custom selector (cpu) : cpu, Intel(R) OpenCL, 1lth Gen Intel(R) Core(TM) 19-11900KB @ 3.30GHz 3.0 [2023.15.3.0.20 160000]

intel. =



Notes:

* Login nodes have very low limits: please compile etc. on compute
nodes!

» Please use tools only on compute nodes for same reason!
= Jupyter notebooks also offer a terminal — in case of trouble with

ssh.

» Mark Expiration Date in your Calendar!

intel.



New Intel Developer Cloud — cloud.intel.com

— R
e lirtel ¥ Developm: Toud x + o " ‘
€ C O & schackibrcloud inmal comy® Systam @ % 8 0@ (Wi §)

e |
wena frdaand - Home Mnecrah el Service e el M 1O I fNmn auv PC Bawan O Mogramming " Dthwr bockmak
intel PRODUCTS  SUPPORT  SOLUTIONS  OEVELOPERS  PARTNERS S P Q). Search Intalcom |

Developer Cloud Beta Home  Instances  Getstarted  Support

Launch instance & View Instances ©

Select an Instance and Click Launch
O Scheduled access - Intel® Max Series GPU (PVC) on 4th Gen Intel” Xeoon® processors - 1100 series {4x)
l Ath Generation Intel® Xeon® Scalable processocs
| Intel* Xeon® processors, codenamed Sapphire Rapids with high bandwidth memory (HBM) HBM-Only mode
Intel* Xeon* processors, codenamed Sapphire Rapids with high bandwidth memory (HBM) - Flat mode
() Intel* Xeon"* processors, codenamed Sapphire Rapids with high bandwidth memory (HBM) ~ Cache mode
0 Intel* Data Center GPU Flax 170 (four GPU) with dth Generation intel® Xeon*® Scalable processors
| 1 Intel* Data Center GPU Flex 170 (single GPU) with 4th Generation Intel* Xeon® Scalable processors
Intel* Data Center GPU Max 1100 with 4th Generation Intel* Xeon® Scatable processors
{ Intel* Data Centar GPU Flex 170 (single GPUs) with 3rd Generation Intel* Xeon® Scalable Processors
l O Habana® Gaud2 Deep Learning Server featuring eight Gaudi2 HL.-225H mezzanine cards and latest Intel® Xeon* Processors
2nd Generation Intel® Xeon* Scalable (processors formerty known as Cascade Lake) {visible to {imited audienca)
| O Intel® Data Center GPU Flex 170 (three GPUS) with 3rd Generstion Inted® Xeon® Scalable Processars
| Intel* Data Center GPU {formerty known as Ponte Vacchio) [x4) on latest Intel* Xeon® processors
i 3rd Generation Intel® Xeon® Scalable Processors
| C Tiny Virtual Machine - 4th Generation Intel* Xeon® Scalable processors
Small Virtual Mactune - 4th Generation intel® Xeon® Scalable processors
Medium Virtual Machine - 4th Generation Intel® Xeon® Scalable processors
Large Virtual Machine - 4th Generation Intel* Xeon' Scalable processors

intel.
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Notices & Disclaimers

Texas Advanced Computing Center (TACC) Frontera references
Artlcle HPCWire: Visualization & Filesystem Use Cases Show Value of Large Memory Fat Notes on Frontera.

wreda. glthub |o[gapers[a55|se -0sdi20.pdf

Performance varies by use, configuration and other factors. Learn more at www.Intel.com/Performancelndex.

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly available updates. See backup for configuration details. No
product or component can be absolutely secure.

Your costs and results may vary.
Intel technologies may require enabled hardware, software or service activation.
Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names and brands may be claimed as the property
of others.

intel. =


https://www.hpcwire.com/2021/02/02/visualization-and-fs-use-cases-show-value-of-large-memory-fat-nodes-on-frontera/
http://www.intel.com/content/dam/support/us/en/documents/memory-and-storage/data-center-persistent-mem/Intel-Optane-DC-Persistent-Memory-Quick-Start-Guide.pdf
https://software.intel.com/content/www/us/en/develop/articles/introduction-to-programming-with-persistent-memory-from-intel.html
https://wreda.github.io/papers/assise-osdi20.pdf
http://www.intel.com/PerformanceIndex

Code Samples

* OpenMP offload

= DPC++

MandelbrotOMP sample

This sample demonstrates how 10 accelerate program
peformance with SIMD and parallelization using
OpenMP*, in the context of calculating the Mandetbrot set.

View code on GitHub*

ISO3DFD Open MP Officad

The ISO3DFD sample refers (o Three-Dimensional Finite-
Difference Wave Propagation in Isotroplc Media it is a
three-dimensional stendil to simulate a wave propagating
in a 3D otropic medium and shows some of the more
comman challenges and technigues when targeting OMP
Offload devices (GPU) in more complex apglications to
achieve good performance.

View code on GitHub*

Direct Programming/DPC++

Vector-Add
This simple vector-add program in Data Parallel C++
(DPC#4) supports FPGAS, GPUS, and CPUSs,

View code on GitHub*

Complex muttiplication is a program that multiplies two
large vectoes of Complex numbers in parallel and verifies
the results, It also implements a custom device selector to
target a specific vendor device, This program is
implemented using C++ and DPC++ Language for Intel CPU
and accelerators. The Complex class is a custom class, and
this program shows how we can use custom types of
classes in a DPC++ program.

openMP Reduction Sample

The openmp_reduction code sample is a simple program
that calculates pi. This program i implemented using C++
and openMP for Inted CPU and accelerators.

View code on GitHub*

Mandelbrot Sample

Mandelbrot is an infinitely complex fractal patterning thist
15 derived from a simple formula, It demonstrates using
DPC++ for offloading computations to a GPU (or other
devices) and shaws haw processing time can be optimized
and impraoved with parallefism,

View code on GitHub*

Sepla Filter
A program that converts an image to sepia tne.

View code on GitHub*

intel.
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Connection with Jupyter* Notebook

= Jupyterlab*

= JupyterlLabs* for Al

Connect with Jupyter* Lab

Connect with Jupyter* Notebook

Use Jupyter Notebook to learn about how oneAPI can solve
the challenges of programming in a heterogeneous world
and understand the Data Parallel C++ (DPC++) language
and programming model.

Launch JupyterLab*

o o~
BTSN =
Al Sample Applications Connect and Create
Find sample apptications for your specific market needs with examples of Develop your own machine learning solutions using Jupyter* Notebooks or a
how to optimize, tune, and accelerate your applications. containerized launch environment. Benchmark your code and optimize it for

Intel® hardware
Leam More

Connect to JupyterLab
Connect to Container Playground

intel. =


https://jupyter.oneapi.devcloud.intel.com/hub/login?next=/lab/tree/Welcome.ipynb?reset
JupyterLabs

Basic [raining Modules in JupyterlLLab™

» https://devcloud.intel.com/oneapi/get_started/baseTrainingModules

Learn the Essentials of Data Parallel C++

Module O Module 1

Introduction to JupyterLab* and Introduction to DPC++

Notebooks.

Learn to use _jupyter notebooks to e Articulate how oneAPI can help to
modify and run code as part of learning solve the challenges of

exercises.

programming in a heterogeneous

Try itin Jupyter world.

¢ Use oneAPI solutions to enable
your workflows.

¢ Understand the DPC++ language
and programming model.

» Become familiar with using
Jupyter notebooks for training
throughout the course.

Tryitin Jupyter

Module 2 Module 3
DPC++ Program Structure - - - . DPC++ Unified Shared Memor
€ o0 08 y
¢ Articulate the SYCL* fundamental == == e Use new DPC++ features like
classes. Unified Shared Memory (USM) to

intel. 2


https://devcloud.intel.com/oneapi/get_started/baseTrainingModules

oneAP]

—ssentials in JupyterLLab™

B+ KO 0O » = C » Makdown v

Wwritefile lab/simple.cop
"

: Fﬂ? VEdit View Run Kemel l-'lbs Se—ﬁings He-b
- B oo [
Filter s by name Q
o W | one=API_Essentials /
Name &

W 00 introduction to_lupyter
W O1_oneAP)_Intro
W DZ_DPCPP_Program_Structure
W 03 0RCPP_Unified_Sharad_Memory
I 02 _DPCPP_Sub_Groups
W 05_intel_Advisor
I 05 Intel VTune Profiles
W 07_0PCPP_Library
W 08 OPCPP_Reduction
B 09_DPCPP_Bulers_And_Accessors_..
W 10_DPCPP_Graphs_Schaduling_Dat...
B 11 _tntel Distribation_for GOB
O Makatie
¥ READMEmd
5 samplejion
» W Welcome.ipmb

// Copyright @ 2020 Intel Corporation
"
21 SPOX-License-Tdentifier: NIT
"
#include <ClL sycl hppr
using namsspace sycl;
static const int M = 15
tot ealn{){
1% define gueve which hus default device ussocinted for offioed
queus ]
stdizcout ¢ "Device: * <€ g.get_device().get_infocinfos :device: name>() << "\n"}

117 Unified Shored Momory Allocation enobles duta mocess on host and device
int *data = malloc_sharedcint>(N, q);

1% Initialization

for{int i=0; iM; i++) dats]i] = i3

JIN Officad parallel computotion tn device

g.parallal foe(rangacla(N), [=] (id<1y 4){
datali] *= 2;

1)owair();

/78 Print Output
for(int i=0; iN; i++) stdi:cout << dataf[i] << "\n";

free{data, a);
return 8

Build and Run

Selact the cell below and click Run [ to compile and execute the code above:

| chwod 755 a; thwod 755 run_simple.sh;if [ -x “$(commond -v gsub}® ]i them ,/q rum_simple.sh; else ./run_si
+ 11 | '

| Log out

preroeaas B

Python 37 fintal® oneAPl) O

-

Simple (0 0 [l 4 @  NoKernel |idle

Mode: Command @  1n 1. Col1 - oneAPLintro.ipynt
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Connection with Visual Studio Code™

A Connect to the DevCloud

Download & Configure Third
Party Dependencies

Connect with Cygwin
Connect with VSCode

Using the Code Sample
Browser for Intel®
oneAPI Toolkit
Extension on DevCloud

Connect with
Linux/macOS SSH

v How to use the DevCloud

Connect to DevCloud with Visual Studio Code

NOTE: Windows users must first download and install Cygwin before proceeding. Once it has been installed, return to this page to
configure your connection.

Requirements:
* Windows users install Cygwin from the installation page

+ VS Code

VS Code SSH extension

VS Code DevCloud Connector extension

Cygwin Installation

The Cygwin* environment offers a convenient way of connecting to the Intel® DevCloud from a local machine running Windows?*,
whether you have a direct connection or find yourself behind a proxy. If you already have Cygwin installed, please skip to the SSH
connection instructions.

NOTE: Your Cygwin installation requires the openssh (ssh), nc and nano packages.

The following instructions will help you install a minimal version of Cygwin for accessing Intel DevCloud. For your convenience we're
providing a simple script that automates the installation of Cygwin.

Download install_cygwin.bat from the installation page. It can be run from anywhere on your disk, either by executing it from the
terminal or by double clicking on it.

The script uses curl to download the Cygwin setup file. When asked to provide proxy details, you can do so by
entering proxy:port when asked, or by simply hitting enter to continue without a proxy.

The default installation path is c:\cygwin64. The script will prompt you to change this if you wish to install elsewhere.

Several Cygwin packages are downloaded during the installation. The script is configured to use mirrors.kernel.org as the default
download site. A full list of Cygwin mirror sites can be found on the Cygwin homepage https://www.cygwin.com/.
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Using putty to access IDC
Instances

for Windows users
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Generate ssh-key with putty-gen - 1

Open pUttygen "2 DuTTY Key Generator d

File Key Conversions Help

Key
MNo key.

Click ‘Generate’ and

move your mouse

Actions

Se lECt RSA Generate a public/private key pair

Save the generated key Save public key Save private key

Load an existing private key file

Parameters

Type of key tosenerate:
O Rsa ()DsA ()ECDSA () EdDSA

OTrreror bits in a generated key:

intel. =



Generate ssh-key with putty-gen - 2

B?® PuTTY Key Generator

File Key Conversions Help

Key
Public key for pasting into OpenSSH authorized_keys file:
ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAABgQDMNgShbSzvy 72t2qzzq)ifr

+wZys4/5J5mQE4mgNWpZlaOo1EdGp7DH3I7hUbeYbBWV T aKGEz/4Dh1m 76cULEXymGV|S2x8U0s288nrYaHIC7oe/BL

OCneOCNIVErEybudYvbgkcF

+gY4g9e82Kvzm TQCMHIQcdS/O1XIufv/DHblsidMDVLDFmPpo4PEOFc3somgibwEFODgGmodO4Lre82F S3Y Mpw)S

This is your public key

NOpD+h7Vni80WVVXtvKtFv+

Key fingerprint ssh-rsa 3072 SHA256:y0LIT Byclgnf/QOvIXZQfB vr2INxDOKgKEIW Cewg
Key comment rsa-key-20230912

Key passphrase:

Confirm passphrase:

Actions
Generate a public/private key pair
Load an existing private key file
Save the generated key Save public key

Parameters

Type of key to generate:
QRsA () DSA (JECDSA ()EdDSA

MNumber of bits in a generated key:

Generate

Save private key

()85H-1(RSA)

3072

Save private key
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Generate ssh-key with putty-gen - 3

B® PuTTY Key Generator
File Key Conversions Help

Key

Public key for pasting into OpenSSH authorized_keys file:

ssh-rsa AAAAB3NzaClyc2EAAAADACABAAABgODNgShbSzVy 72t2qzzgjifr

+wZys4/5J5mO64mgNWpZla0o1EdGp7DH3I7hUSe YbBWV TaKGEz74Dh1m76cULEXymGV|S2x81U0s288nrYaHICToe/BL I
OCneQCNIVErBybudYvbgKeF

+g¥4g9e82Kvzm TACMHIQcdS/01XIufVv/DHblsidMDVLDFmPpo4PEOFc3somgibwEFODgGmod04Lre82FSIYMpwjS
NOpD+h7Vni80VVXIVKIF v+

If you did not set a
passphrase

Key fingerprint ssh-rsa 307 PuTTYgen Warning

rsa-key-20!

Key passphrase: Are you sure you want to save this key
E— = without a passphrase to protect it?
Confirm passphrase: Set a passp h rase or
Actions

click yes
Generate a public/private key pair Generate
Load an existing private key file Load
Save the generated key Save public key Save private key

Parameters

Type of key to generate:
ORsA () DSA

(_JECDSA (JEdDSA
Mumber of bits in a generated key:

() SSH-1(RSA)
3072
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Generate ssh-key with putty-gen -4

Remember the path
you choose

Select a meaningful
name:
id_rsa_hlrs.ppk
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Generate ssh-key with putty-gen -5

B?® PuTTY Key Generator
File Key Conversions Help

Key

OCneOCNIVErEybudYvbgkcF

NOpD+h 7V niBWVVXvKIF v+

Public key for pasting into OpenSSH authorized_keys file:

ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAABgQDMNgShbSzvy 72t2qzzq)ifr
+wZys4/5J5mQAe4mgNWpZlaOo1EdGp7DH3I7hUSeYbBWY T aKGEz74Dh1m 76c ULEXymGV|S2x8U0s288nrYaHIC7oe/BL

R I mm__———————

+gY4g9e82Kvzm TQCMHIQcdS/O1XIufv/DHblsidMDVLDFmPpo4PEOFc3somgibwEFODgGmodO4Lre82F S3Y Mpw)S

ssh-rsa 3072 SHA256:yOLIT ByclgnfyQOvIXZQAB fvr2INxDOKgKEIW Cewg

rsa-key-20230912

Useful to save the

pU blIC key, tOO assphrase:

eherate a public/private
Load an existing private key file

Save the generated key

Parameters

Type of key to generate:

QRsA () DSA

MNumber of bits in a generated key:

(JECDSA

ave public key

()EdDSA

Generate
Load

Save private key

()85H-1(RSA)
3072
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Generate ssh-key with putty-gen -6

Remember the path
you choose

Select a meaningful
name:
id_rsa_hlrs.txt

intel. 3



Connection with Putty — JumpHost configuration - |

HostName (or IP address)
guest@146.152.232.8
Port: 22

&3 PuTTY Configuration P
Categarr——__

-Session

Basic options for your PuTTY session

Specify the destination you want to connect to

- Keyboard —Tlost Name (or IP address) Fo
Ee”t <w9t@14&1 522328 22
- Features :
£ Window Connection tyfe. i
- Appearance ©ssH  (O)Seral () Other  Telnet DO not forget to Cllck Savel
- Behaviour
- Translation Load, save or delete a stored session
' Col ' gVEd oESEIURG
i Colours
J Host
[=I-Connection Hmp_ios
- Data Lefzuk Sotings
+-SSH
- Serial
i Telnet
----- Rlogin
----- SUPDUP
Close window on exit:
() Always () Mever © Only on clean exit
About Open Cancel
[ =
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Connection with Putty — JumpHost configuration - 2

ﬁ PuTTY Configuration

Category:
5--Session | Options controlling the connection
. _~Logging Sending of null packets to keep session active
= Terminal 9 P P
- Keyboard Seconds between keepalives (0 to turn off)
- Bell
- Features Low-level TCP connection options
- Window 9 Disable Nagle's algorithm (TCP_NODELAY option)
- Appearance ] .
. Behaviour [ ]Enable TCP keepalives (SO_KEEPALIVE option)
----Translngnon Internet protocol version
L] Orl
)----Colours O Auto O 1Pv4 (1Pve
Q?fnnecnon Logical name of remote host
- Proxy Logical name of remote host (e.g. for SSH key lookup):
[+-3SH
- Serial
- Telnet
- Rlogin
- SUPDUP
About Open Cancel
[t |
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Category:

ﬁ PUTTY Configuration

=-Session

. i Logging
[;j--TerminaI

- Keyboard
. Bell

- Features
=-Window

- Appearance
- Behaviour
- Translation
[+ Selection
- Colours

... P roxy

- Serial
- Telnet
- Rlogin
- SUPDUP

| Options controlling proxy usage

Proxy type: SOCKS 5

P 5
proxy-mu.intel.com
|| Consider proxying local host connections
Do DNS name lookup at proxy end:

O No () Auto (JYes
= =g

Password

Command to send to proxy (for some types)

connect “%host Yaportin

Print proxy diagnostics in the terminal window
O No (JYes () Only until session starts

Connection with Putty — JumpHost configuration — 3
Skip if you do not need a proxy to connect to the internet!

Select appropriate

proxy type

intel.
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Connection with Putty — JumpHost configuration — 4

ﬁ PUTTY Configuration

Category Select your private key
- Bell | Credentials to authenticate with
[—]--Vl;l;.i.aneoiures Public-key authentication
- Appearance . ey file for authentication:
- Behaviour @i@?loeﬁekid_rsa_idc_hlrs.ppk Browse...
- Translation o —
[ Selection Certificate to use with the private key (optional):
- Colours Browse...
[=-Connection
-~ Data Plugin to provide authentication responses
- Proxy Plugin command to run
=-35H
- Kex
- Host keys

/T-Auth

‘\ é----CredentiaIs

- TTY
=40

- Tunnels

- Bugs

- More bugs
- Serial

About Open Cancel
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Connection with Putty — JumpHost configuration — 4

&3 PuTTY Configuration X .
Configure all four
Category: - .
----lEzieII Options controlling SSH port forwarding destlnat|ons.
~Features Port forwarding .
EI"VT.I.T;F:LEEHCE [ Local ports accept connections from other hosts 1 00.80. 1 70.2 1 2 : 2 2
- Behaviour [ ]Remote ports do the same (SSH-2 only) SO urce port: 42 1 2

.. Translation Forwarded ports:

) Selection _— —eToe 100.80.170.210:22

- Colours 4039 100.80.170.39:22 TN
domm | mERRE | Source port: 4210
Loy dedpott——""""x 100.80.170.89:22
s el Source port: 4089
- Cipher Destination 100.80.170.212:22 .
E"b‘“”é dortia 0 Local () Remote () Dynamic 1 00'80'1 80'39'22
Cassap Orpvs Orevs Source port: 4039

- A1
- Tunnels

Don't forget to click
e ‘add’

About Open Cancel
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| 2
ﬁ PUTTY Configuration

[=-Connection

- Hostkeys
- Cipher
[=-Auth
- Credentials
... GSSAPI
~TTY
%11
- Tunnels
- Bugs
- More bugs
- Serial

About

Category:
- Bell Options controlling SSH connections
- Features
. Data to send to the server
=-Window
- Appearance Remote command:
-- Behaviour
-- Translation
[H-Selection Protocol optgns
~Colours Don't stagfa shell or command at all

gtile compression

SSH protocol version:

Q-2

Sharing an SSH connection between PuTTY tools

[ ] Share SSH connections if possible

Permitted roles in a shared connection:

Upstream (connecting to the real server)
Downstream (connecting to the upstream PuTTY)

{1 (INSECURE)

Connection with Putty — JumpHost configuration — 5

Check “Don't start a

shell or command at
all”
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Connection with Putty — JumpHost configuration — 6

ﬁ PUTTY Configuration
Catogory—__ Do not forget to save!

(’EI--S_ession | Basic options for your PuT TY session
¢ “Logging

Specify the destination youwantto connectto

- Keyboard Host Mame (or IP address) Port
- Bell guest@146.162.232.8 22
- Features . ]
= Window Connection type:

- Appearance ©s5sH  ()Serdal () Other  Telnet

- Behaviour

- Translation Load, save or delete a stored session
[-Selection Saved Sessions

- Colours

Jump_Host

= Connection

- Data Default Settings Load

- S5H Save
- Sernal
- Telnet Delete
- Rlogin
- SUPDUP

Close window on exit:
() Always () MNever © Only on clean exit

About Open Cancel

intel. «



Connection with Putty — Node configuration - |

sdp@localhost
Port:4089

P

ﬁ PuTTY Configuration

C

Basic options for your PuTTY session

Specify the destination you want to connect to

- Keyboard _—+oetiame (or [P address)
- Bell \sdp@localhost
- Features mn ype
=-Window '
.. Appearance ©ssH  (OSeral () Other  Telng
- Behaviour
- Translation Load. save or delete a stored scg
+-Selection =
- Colours hack1_4089
=I-Connection /
~Data 5 Load
- Proxy Jump_Host
H-58H hack1_4089 Save
- Serial
- Telnet Delete
- Rlogin
- SUPDUP
Close window on exit:
'.(:,:l Always '.':,‘J MNever o Only on clean exit
About Open Cancel

Click "Default Settings”

HLoadH
Enter "*hack1_4089"
“Save”

intel.
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Connection with Putty — Node configuration - 2

Enter your private key

again

&3 PuTTY Configuration X
Category:
Logging | Credentials to authenticate with -l
= Terminal i o
... Keyboard Public-key authentication
- Bell Private-key e Tor authentication:

- Features C\Users\tkloeffe\id_rsa_idc_hlrs.ppk Browse...
[=-Window W ] . ] /
----Appearance Certificate to us I OTEEmraeRey (opudral).
- Behaviour Browse...
- Translation
[+-Selection Plugin to provide authentication responses
- Colours
[=-Connection
- Data
- Proxy
=-35H
- Kex
- Host keys
- Cipher

Plugin command to run

Credentials
L. GSSAPI

- A1
- Tunnels

About Open Cancel
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Connection with Putty — Node configuration - 3

r
ﬁ PuTTY Configuration

Category:

_ Logging
= Terminal
- Keyboard
- Bell
- Features
=-Window
- Appearance
- Behaviour
- Translation

/J----Colours
=-Connection
.. Data

- Hostkeys

- Cipher

[=-Auth
- Credentials
... GSSAPI

~TTY

%11

- Tunnels

Options controlling the connection

About

Sending of null packets to keep session active

Seconds between keepalives ([ to turn off]

Low-level TCP connection options
Disable Nagle's algorithm (TCP_NODELAY option)
[ ]Enable TCP keepalives (SO_KEEPALIVE option)

Internet protocol version

© Auto QO 1Pv4 O IPve

Logical name of remote host

Logical name of remote host (e.g. for S5H key lookup):

Open Cancel

Enter: 60
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Connection with Putty — Node configuration - 4

Repeat this for
hack4 4039
Port: 4039
hack3 4212
Port: 4212
hack2 4210
Port: 4210
(Load hack1_ 4089,
change port, change

name, click save)

ﬁ PuTTY Configuration

Categom'

I,B--Session
i Logging

- Keyboard

--Bell

- Features

= Window

- Appearance

- Behaviour

- Translation

+-Selection

- Colours

B--Connection
rm

Basic options for your PuTTY session

Specify the destination you want to connect to

Host Name (or IP address)
sdp@localhost

Port
4089

Connection type:

©ssH  (JSeral () Other

Load. save or delete a stored session

Saved Sessions
hackl1_4089

Telnet

Default Settings
Jump_Host
hack1_4089

Close window on exit:
() Aways () Never

Open

© Only on clean exit

Cancel

Do not forget to save!
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Connection with Putty — Connect to Jump_Host - |

Load Jump_ Host
click ‘Open’

WARNING - POTENTIAL SECURITY BREACH!
The hostkey does not match the one PuTTY has cached for this server:
146.1562.232.8 (port 22)

This means that either the server administrator has changed the hostkey, or you have actually
connected to another computer pretending to be the server.

The new ssh-ed25519 key fingerprint is:
ssh-ed25519 255 SHA256:25197chhN/GiGUWBIATIIY 73Jifk35m2/bd/ZAul10

If you were expecting this change and trustthe new key, press "Accept” to updatg
and carry on connecting.

If you wantto carry on connecting but without updating the cache, press |

If you wantto abandon the connection completely, press "Cancel"4
the ONLY guaranteed safe choice.

ancel. Pressing "Cancel"is

More info... Connect Once Cancel
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Connection with Putty — Connect to Jump_Host - 2

E Using username "guest™.
g* Ruthenticating with public key "tkloeffe@tkloeffe-mobll"

]
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Connection with Putty — Connect to node - |

Load the node

configuration you are
assigned to, e.g,,
hack1 4089

The host key is not cached for this server:
localhost (port 4089)
You have no guarantee thatthe server is the computer you think itis.
The server's ssh-ed25519 key fingerprint is:
ssh-ed25519 255 SHA256:8UYAG20/VGzyaSMulgBOaXxivgBevRdhiS8zVJI25Q
Ifyou trustthis host, press "Accept” to add the key to PuTTY's cache and carn,

If youwant to carry on connecting just once, without adding the key to the g
Once".

. press "Connect

[fvou do not trustthis host, press "Cancel" to abandon the conngg

More info... Connect Once Cancel
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Connection with Putty — Connect to node - |

Can run you

hack1-hack4
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