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Motivation

• Investigation of hot gas ingress in a one-stage axial turbine with 30 stator and 62
rotor blades including the wheel space by large-eddy simulation (LES) and Reynolds-
averaged Navier-Stokes equations (RANS).
• Analysis is focused on flow field around the rim seal and in the cavity between the

stator and rotor disks for two cooling gas mass flow rates.
• Validate numerical results with experimental data by Bohn et al. [1]
•Develop an efficient zonal RANS/LES method to reduce the domain size of the com-

putationally more expensive LES approach to the flow field around the rim seal and in
the cavity between the stator and rotor disks to reduce overall computational costs.

Computational Setup

Multi-physics simulation on subset of a shared hierarchical Cartesian base grid with:
• A semi-Lagrange level-set (LS) solver for rotating embedded moving boundaries.
•Multiple finite volume (FV) solvers to solve the compressible Navier-Stokes equations

and Reynolds-averaged Navier-Stokes equations.
• Partition based on hierarchical Cartesian base grid ensures no MPI communication in

cell value exchange in FV-FV and FV-LS coupling.
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Domain decomposition of a quadtree multi-physics grid with cells used for discretization
and coupling of multiple finite volume (FV) solvers and level-set (LS) solver.
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Dimensions and computational mesh in an axial plane of the full 360◦ axial turbine stage.

•Reduced computational setup based on a sector of the full 360◦ axial turbine geometry
without considering the curvature of the turbine used to develop the FV-FV coupling
necessary for zonal RANS/LES method.

Computing Resources

• Average of 450 million FV-cells for full 360◦ simulation.

•Distributed over 64 nodes of the Hawk system, with 4096 cores used.

• 70 to 150 CPU hours of computing time per single rotation depending on the operating
condition.

• Large load variations due to adaptive mesh refinement require dynamic load balancing
[2].
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Fig. 6. Load distribution and performance evaluation for the jet simulation on 3072 cores with DLB. 

Fig. 7. Strong scaling for a turbulent jet simulation without (Ref.) and with dynamic load balancing (DLB) from 192 to 6144 compute cores. 
CFD cells. An explanation for this performance variation of the CFD 
solver is that for lower numbers of cells per domain, the efficiency 
decreases due to relatively larger subdomain boundary interfaces, 
which lead to more redundant flux calculations [30] . Moreover, the 
unfavorable increase of the ratio between the local number of halo 
cells and internal cells implies that on average the computation re- 
quires a higher number of memory accesses per cell. Besides some 
smaller deviations in the compute time, this behavior is not ob- 
served for the acoustics solver. 
4.1.2. Strong scaling experiment 

The total computational resources required per simulation time 
step for a strong scaling experiment from 192 to 6144 compute 
cores without and with DLB are depicted in Fig. 7 a. Addition- 
ally, the average idle times are shown for each configuration. For 
lower numbers of compute cores, the parallel computations exhibit 
only small imbalances. Due to the low degree of parallelism, each 
domain is assigned a huge compute load that keeps imbalances 
caused by, e.g., inaccurate computational weights, relatively small. 
Nevertheless, for DLB small improvements regarding the overall 
parallel performance are observed. During the scaling, the load im- 

balances in the reference simulations start with an imbalance per- 
centage of I % = 9 . 6% for 192 cores and increase to I % = 31 . 2% for 
6144 cores. Simultaneously, the total amount of computational re- 
sources required to perform the computations in the simulation 
rises by nearly 20%, due to decreasing local problem sizes. With 
load balancing, the imbalances are reduced to about I % = 2 . 6% and 
I % = 14 . 6% for the simulations on 192 and 6144 compute cores. 
Thus, even though there is still potential to achieve further im- 
provements with DLB, the benefit grows with the degree of par- 
allelism, saving 17.5% of computational resources when using 6144 
cores. 

The speedup of the strong scaling experiment is depicted in 
Fig. 7 b, with the DLB measurement for 192 cores as a reference 
for the scalability analysis. The parallel efficiency of the reference 
simulation declines to about 61% during the scaling, whereas with 
load balancing an efficiency of 74% is obtained with the 32-fold 
increase in the number of compute cores. 

The wall time relative to a regular time step for different parts 
of the load balancing scheme are given in Table 1 . Independent of 
the number of cores, the parallel components require the major 
share of the DLB time, i.e., to redistribute the data, to reestablish 

Scalability for a turbulent
jet simulation using the
DLB measurement with
192 cores as reference
[2].
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Radial distributions of the cooling effectiveness η and the components of the Reynolds-
Stress tensor u′u′ and v′v′ at the axial position x/s = 0.98.

Instantaneous contours of the q-criterion colored by the absolute Mach number.
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Conclusion

• The flow field in an axial turbine stage was predicted by LES for two cooling gas mass
flow rates.

• Instantaneous results strongly depend on the cooling gas mass flow rate.

• For the lower cooling gas mass flux several of the wheel space harmonics are excited
resulting in a reduced cooling effectiveness.

•Comparison of zonal approach with pure LES shows good agreement in instantaneous
and time-averaged flow field.

• Zonal RANS/LES method will be used in future work to predict the hot gas ingress in
axial turbines more efficiently.
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