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Introduction
Detailed simulation of electromyography (EMG) and 
muscle contraction is a challenging task

102 fascicles per muscle x 103 fibers per fascicle x 104 

sarcomers per fiber 

→ Inherent multi-scale and multi-physics problem

→ Requires high-performance computing

Multi-scale Model

0D and 1D model

            → 1D diffusion-reaction     
                                                      equation on the fiber

                                                  → 0D model of the fiber     
                                                      membrane (e.g.             
                                                      Shorten4 with           )

3D models             

                                                  → 3D EMG model (static    
                                                      Bidomain equation)

                                                  → 3D muscle contraction   
                                                      model: nonlinear solid   
                                                      dynamics

→ Muscle modeled via a transverse isotropic Mooney-
Rivlin material3

→ Implemented in open-source software OpenDiHu 
(„Digital Human“)1

→ Linear Algebra relies on the PETSc library5

Computational Approach
Mixed u-v-p finite element method for solid mechanics
Linear single-field finite elements for 3D EMG model
Different requirements: 

 → Finely resolved EMG model vs coarse solid mechanics

 → Independent partitioning of the 3D models within one  
    solver not possible

 → Trade-off: limited degree of parallelism (at least one     
     cell per core) vs. refining the solid mechanics?

Idea: use two solvers and introduce volume coupling via 
preCICE2
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→ serial-explicit coupling       
    scheme

→ consistent radial-basis       
    function mapping

→ massively parallel and       
    arbitrary partitioning

Performance
Weak scaling of the electrophysiology solver components

                                                     → Run on Hawk at HLRS

                                                     → 270 x 103 fibers          
                                                         realistic for biceps      
                                                         brachii

                                       → Runtime dominated by 0D        
                                           sarcomere model

                                       → Conditioning of the 3D model   
                                           deteriorates with problem size 
                                           (more CG iterations)  

Weak scaling of the coupled multi-scale model

 → Additional cost of     
     volumetric mapping 
     with preCICE            
     negligible

 → Mechanics solver      
     runs in serial 

Results
Computations performed on 64 nodes (HLRS Hawk)
Electrophysiology model consists of 625 fibers and 
51,915,625 DOFs

Coarse mechanic model consists only of 1,395 DOFs
Simulating a timespan of 190ms took around 8h 27min
Trans-membran voltage4 (left), EMG signal the 
extracellular potential (middle), and the reference 
domain with the contraction (right)
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