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AMI is model initializer, ARM — resource manager, ALB —
load balancer, ADS — data storage, ACA — main control agent 
(manager).

AGNES is based on the Java Agent Development 
Framework (JADE). JADE is the powerful tool for 
developing multiagent systems. 
It consists of 3 parts: 
1) environment for agents execution; 
2) library of basic classes needed for development of 
agent system; 
3) set of utilities for supervising and control of multi-agent 
system (MAS).

FIPA-compliant Agent Platform, that is based on the
FIPA recommendations and includes three obligatory
types of system agents: Agent Management Service
(AMS), Agent Communication Channel (ACC) and
Directory Facilitator (DF);

http://www.fipa.org/
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Control agents of AGNES
The main tasks of Control Agents (CA): 1) Initialize and run

the model; 2) Collecting and storing information about model’s
behavior; 3) Synchronization of simulation time; 4) Load
balancing between nodes involved in simulation; 5) Interaction
with an user (output of reports and supporting his ability to
interfere into simulation run); 6) Ensuring fault tolerance,
possible recovery of a model.

When a model executed, all FAs divided into virtual nodes,
and each of a node has supervising agent (SA), which is the
special kind of CA. The main functions of SA: 1) Detecting and
identification of agent’s failure in the simulation environment; 2)
Forwarding control commands to FAs; 3) Storing information
for agents’ recovery; 4) Model’s restoration at failures.

AMI is model initializer, ARM — resource manager, ALB —
load balancer, ADS — data storage, ACA — main control agent 
(manager).
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GENERAL SHEME FOR SIMULATE EXECUTION OF A PARALLEL ALGORITHMS
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INTERACTION SHEME OF COMPUTING THREADS
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When performing calculations the same type of threads
are used. Threads committing calculation cycles in their
region and exchanges boundary values with the
"neighboring" threads.

In each iteration of the loop, several blocks of
calculations and exchanges may occur, depending on the
problem being solved. The process of exchanges can occur in
both synchronous and asynchronous mode.

The criterion for the scalability of algorithms based on
grid methods will be considered the calculation time to be
constant, with increasing the calculated area is proportional
to the increase in the number of computational nodes.



DESCRIPTION OF THE ALGORITHMS
Algorithm for numerical 

simulation of the interaction of 
an electron beam with a plasma

Algorithm for numerical 
simulation of elastic wave 

propagation problem in complex 
media (two approaches)

Algorithm for numerical 
simulation dynamics of 3D gas 

objects in a self-consistent 
gravitational field

Decomposition of 
the computational 

domain

Exchange mode synchronous synchronous synchronous

Subdomain size 256 x 256 x 256 100 x 4 x 4450 x 450 x 450

Feature MPI ALLREDUCE

1st stage

2nd stage

Calculation of the stress tensor

VA : Calculation of the velocity vector
OA: Calculation of the offset vector

Eulerian stage

Lagrange stage

Maxwell equation for subdomain

Calculation of 3D matrices of current 
and charge density (whole domain).
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SCALABILITY OF NUMERICAL SIMULATION OF ELASTIC WAVE PROPAGATION 
PROBLEM IN COMPLEX MEDIA BASED ON SIMULATION

Verification of the multi-agent model Simulation results

Supposed scalability in terms of weak scalabilityTesla 2090M (512 cores)



SCALABILITY OF NUMERICAL SIMULATION OF 3D GAS OBJECTS IN A SELF-
CONSISTENT GRAVITATIONAL FIELD BASED ON SIMULATION

Verification of the multi-agent model Simulation results

JSCC cluster



SCALABILITY OF NUMERICAL SIMULATION OF THE INTERACTION OF AN ELECTRON 
BEAM WITH A PLASMA BASED ON SIMULATION

Verification of the multi-agent model Simulation results

Tesla X2070 (512 cores)
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