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Exascale race: complexity and extreme levels of parallelism  

Zoo of computing devices: CPU, Intel Xeon Phi, AMD GPU, NVIDIA GPU, ARM, SoC … 

 

 

 

 

 

    

 

Mortal combat within variety of architectures.  

Which one is going to win?  

 

  ●  Complex multilevel parallel model  

    DM MIMD + SM MIMD + SP + SIMD  

●  Dramatic memory bandwidth bottlenecks 

●  SIMD, stream processing – reduced forms of parallelism  

    deny many existing efficient algorithms 
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Requirements for portable supercomputing CFD solutions 

●  Portability across various computing architectures   

 

●  Full compatibility with SIMD and stream processing 

 

●  Scalability to thousands of devices 

 

 

●  Multilevel parallelism 

 

 

●  High computing performance and efficiency  

 

 

●  Unstructured meshes 

 

 

●  High order schemes       

Time-accurate simulations of turbulent 

flows: aerodynamics, aeroacoutsics  
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●  Fine resolution in space and time  

          high computing demands 

●  Small time step required  

          explicit schemes or 

          implicit schemes with simple solvers 

          stream processing compatible KSM, MG 

          good initial guess for Poisson equation 

          (in incompressible case) 

 

Simple, portable and efficient algorithms for 

compressible and incompressible flows 

 

  

  

 

      

●  Complexity and variety of computing  

    architectures needs simplicity of algorithms 

Time-accurate simulations of turbulent flows 

NOISEtte 

TAPIR 
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DEVICE 

CPU 

 

 

 

 

core 

core 

core 

core 

core 

core 

CPU 

 

 

 

 

core 

core 

core 

core 

core 

core 

MPI process 0 

MPI process 2 

MPI process 1 

DEVICE 

Supercomputer MPI 

MPI,  

OpenMP,  

Pthreads,  

OpenCL,  

Cilk Plus, … 
CUDA,  

OpenCL,  

OpenACC,  

OpenMP 4.0, … 

OpenMP 4.0,  

Cilk Plus, OpenCL,  

compiler directives, … 

Hybrid node  

Multicore CPU 

NUMA node 

Multithreaded core 

SIMD extension 

GPU accelerator 

Stream multiprocessor 

Multilevel parallelization  
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Overlap mode for communication hiding 

EXEC queue ST queue LD queue 

Computing  

Inner  

elements 

Device to host 

Owned cells 

Halo cells Interface cells 

Inner cells 

Fluxes at faces – inner 

Summation to cells 

Runge-Kutta step – inner 

Halo update  

Boundary conditions 

Fluxes at faces – interface 

Runge-Kutta step – interface 

Fluxes at faces 

Summation to cells 

Runge-Kutta step 

Halo update  

Boundary conditions 

MPI Isend  

MPI Irecv  

MPI wait  

Host to device 

interface 

Synchronization  

Overlapping computations and data transfer 
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Domain 

CPU1 

Device1 

CPU2 

Device2 

1-Level partition: MPI process per device 

2-Level partition – naive   

CPU1,2 

Device2 

Device1 
CPU1 

Device2 

Device1 

CPU2 

2-Level partition – double overlap  

MPI Host-device 

Two-level partitioning with communication hiding 

Subdomains EXEC queue LD,ST queue 

Computing  

Inner  

elements 

Device to host MPI Isend  

MPI Irecv  

MPI wait  Host to device 

interface 

Synchronization  

Double overlap: computing, host-device, MPI 
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●  MPI+OpenMP parallelization 

 
 

●  Full compatibility with stream processing 

 
 

●  Heterogeneous computing with Intel Xeon Phi (symmetric) 

 
 

●  Fully parallel pre- and postprocessor infrastructure 

 
 

●  Computing performance 

    explicit scheme gets ~15-20% of CPU core peak (Xeon X5670), memory ~2 KB per node; 

     implicit scheme ~10-15%, memory 4 ~ 5 KB per node.  

      

Original higher-order algorithms on unstructured meshes 

Time-accurate modeling of compressible turbulent flows 

Multilevel parallelization for big supercomputers  

In-house research code NOISEtte for large-scale CFD/CAA simulations 
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2D EBR edge stencil 

Edge-Based Reconstruction (EBR) schemes for unstructured meshes 

● EBR scheme is a point-wise scheme for vertex-centered formulation  

 
● BBR scheme is an analogue of EBR schemes for cell-centered formulation 

● The basic idea of these schemes is quasi-1D reconstruction 

3D EBR edge stencil 

3D BBR stencil 

Vertex-centered control volume 
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Algorithm is formed of 6 basic operations with 3 kinds of  

parallelization: MIMD-DM, MIMD-SM, SP/SIMD 

Т1 

Т2 

Т3 

Т4 

Т5 

Multilevel parallelization of basic operations 

Type Input kind at 

each iteration  

Loop 

over 

Output kind at 

each iteration  

Example 

Т1(R)  cell cells cell axpy, dot (R=reduction) 

Т2  cells cells cell SpMV 

Т3  cells faces face convective fluxes  

Т4  cells faces calls summation of fluxes,  

Jacobi matrix fill-in  

Т5  cells elements cells nodal gradients,  

viscous fluxes 

Т6  cells ext.faces cells Flux BC 

2) OpenMP: loop parallelism and multilevel subdomain partitioning 

1) MPI: domain decomposition 

3) SP: graph coloring for elimination of data interdependency  
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Parallel performance: OpenMP   

Mesh 1.3M nodes 

● OpenMP on dual-CPU node 

NOISEtte 

Linear 

Operation Speedup 

Convective fluxes 124 

Viscous fluxes 74 

Gradients 65 

Overall 92 

0 

0,2 

0,4 

0,6 

0,8 

1 

1,2 

1,4 

8-core CPU Intel Xeon E5-2690 Intel Xeon Phi SE10X 

● OpenMP on Intel Xeon Phi 

Speedup vs. sequential execution 

2 x 8C Intel Xeon E5-2690 (SB) 
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Parallel performance: strong scalability tests  

● Lomonosov, nodes 2 х 4С Xeon X5570 (Nehalem), Infiniband QDR 

● Jet flow around cylinder, mesh (only!) 16M nodes, 100M tet. 
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MVS-10P. 2x8C Intel Xeon E5-2690 (SB), IB FDR 

Parallel performance at real applications (meshes 10~20M nodes)  

HPC4 KIAE, 2x12C Xeon E5-2680v3, IB FDR 
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●  Compressible Navier-Stokes equations 

●  Cell-centered finite-volume method 

●  High-order polynomial-based schemes (2 ~ 3 order)  

●  Unstructured hybrid meshes (up to hexahedrons) 

●  Various flow solvers depending on a problem (Roe, Rusanov, HLLE, HLLC, …) 

●  MPI + OpenMP + OpenCL/CUDA  parallelization  

   total portability 

  communication hiding (overlap) 

  workgroup size autotuning 

 

Tapir code: CFD research playground  

for large-scale heterogeneous computing  
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Loop over faces 

Loop over elements 

Loop over elements 

Loop over BC faces 

Loop over elements 

  

Initialization 

Calculation of the time step value 

Reconstruction:  

calculation of polynomial coefficients 

Fluxes:  

calculation of convective and viscous fluxes 

Summation: move to the next time step 

Writing results 

BC: Boundary conditions 

Parallel mesh partitioning 

Geometric init 

Data and kernels init 

Tapir code: algorithm outline 
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●  Since all operations are initially fully compatible  

    with stream processing… 

OpenMP parallelization is straightforward:  

     #pragma omp parallel for schedule (dynamic,100) 

 4 lines of code in total 

  Mesh 445K cells, 1.1M faces 

 

      
Device N cores Speedup vs 

sequential  

Parallel Efficiency 

Intel Xeon X5670   

Gulftown 

6 5.05 84% 

Intel Xeon E5-2690  

Sandy Bridge 

8 7.4 92% 

Intel Xeon E5-2697v3 

Haswell 

14 11.6 83% 

Intel Xeon Phi SE10X 

Knights Corner 

60 52 

240 99 

●  On Intel CPUs performance is nearly identical to OpenCL 

OpenMP  implementation 
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●  Global group sizes 

●  Data organization:  

 1) AOS  - threads read their blocks (no coalescing) 

 2) SOA  - threads read their positions in 1D arrays (coalescing) 

 3) AOS+LDS  - transposed reading to local data storage with a local barrier;  

                                         data as AOS, coalescing as SOA 

 

SOA and AOS+LDS have equal performance and outperform AOS 20-40% 

 

On NVIDIA 2050 the gain is 37%, on NVIDIA Titan it is 24% 

 new models are more tolerant to naive memory access  
 

  Reconstruction:  16 x NE, NE is the number of elements 

  each thread computes 1 of 15 coefficients      

  Fluxes:  NF,  the number of faces 

  each thread computes flux through one face 

●  Local group sizes 

        

     
  auto-tuning at initialization, divisible by 16 

OpenCL and CUDA implementation 
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  Mesh 445K cells. 1 time step takes from 90 ms on X5670 to 5 ms on AMD Nano 

  computing density ~2 FLOP per byte, ~2.5 KFLOP per cell, ~1.1KB per cell   

Intel 

Xeon 

X5670  

6 cores 

32GB/s 

0.07TF 

Intel  

Xeon 

E5-2690 

8 cores 

51GB/s 

0.2TF 

Intel  

Xeon 

E5-2690v2 

10 cores 

60 GB/s 

0.24TF 

 

Xeon Phi 

SE10X 

60 cores 

320GB/s 

1TF 

NVIDIA 

Tesla 

C2050 

144 GB/s 

0.5TF 

NVIDIA 

GTX  

Titan 

288GB/s 

1.5TF 

NVIDIA 

Tesla 

K40 

288GB/s 

1.5TF 

 

 

AMD 

FirePro 

W8100 

320GB/s 

2.1TF 

AMD 

FirePro 

W9100 

320 GB/s 

2.6 TF 

AMD 

Radeon R9  

Nano (Fiji) 

512 GB/s 

0.5 TF 

 

200 GFLOPS 

150 

100 

50 

Intel  

Xeon 

E5-2697v3 

14 cores 

68 GB/s 

0.29TF 

 

Single device performance 
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“Fat node” with 8 GPU 

 

● NVIDIA GTX Titan 

   288GB/s, 1.5TF 

 

 ● PCI-E 3     

 Mesh 445K cells, 1.1M faces 

Multi-GPU single node 

 Mesh 3.6M cells, 9.1M faces 
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Lomonosov-2: 14C Xeon E5-2697v3 + NVIDIA K40, IB FDR 

 

Tests up to 260 GPUs, up to 2688 CPU cores 

Multi-GPU hybrid supercomputer 

 Mesh 29M cells, 73M faces 
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High Performance Computing  

Hybrid Portable Code  

A heterogeneous computing CFD software project 

CTTC UPC, Barcelona, Spain and KIAM RAS  
F.-X. Trias,  X. Alvarez,  A. Gorobets,  R. Borrell,  G. Oyarzun 

Discrete operators  

in algebraic form 

HPC
2 

HPC
2 

●  Incompressible turbulent flows and heat transfer  

●  Collocated cell-centered symmetry-preserving discretization, unstructured meshes  

●  MPI + OpenMP + OpenCL/CUDA parallelization  

thermo-nuclear  

computing power! 

External CFD code 

http://termofluids.com/ 
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●  Algorithm is formed of three basic linear algebra SP-compatible operations:       

    SpMV, dot, axpy 

Complex object-oriented code, user-oriented data structures, whatever implementation methods 

●  Choice of optimal storage formats for sparse matrices of various operators:    

    COO, CSR, sliced block-transposed ELLPACK…    

Preprocess: a big CPU code processes mesh data, builds geometry of cells, numerical 

scheme stencils, etc. and generates output matrices of discrete operators 

Time integration core:  

 HPC2 “Algebraic” approach, simple performance-oriented data structures  

●  Abstract implementation at the upper level  

●  Specification at the lower level for particular framework  

    or combination of frameworks – OpenMP, CUDA, OpenCL  

Matrices and vectors  

Software implementation approach 
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● Navier-Stokes system to solve: 

● Fractional step projection method: 

● Discrete system for pressure-velocity coupling: 

where 

. 

Predictor velocity: 

Unknown velocity: where 

Mass conservation equation: 
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Poisson equation 

The algorithm of the time step 

1. Predictor velocity field,     ,  is obtained explicitly 

 

2. Correction,    , is obtained from the Poisson equation 

 

3. Resulting velocity field,        , is obtained 

 

4. Energy equation is solved explicitly 

 

 

 

pu

p~

1nu

Symmetry-preserving 2nd order scheme* 

* F.X. Trias, O. Lehmkuhl, A. Oliva, C.D. Perez-Segarra, R.W.C.P. Verstappen,Symmetry-preserving discretization of Navier-

Stokes equations on collocated unstructured grids, Journal of Computational Physics, Volume 258, 2014, Pages 246-267 

Math model and method 
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Device-oriented adaptation for ELLPACK 

 

SpMV-based code 

● SpMV takes ~80% of computing time 
 

● Convection operator is made by concatenation  

   of 2 SpMVs: result of 1st SpMV is a matrix for 2nd 

  

● Communication and computation overlap 
 

● Elements are reordered by  

   - Inner/interface subsets  

   - Number of nonzero elements per row   

   - RCM band reduction 

Xeon E5649 6C NVIDIA 2090 

Theoretical peak ~5% Theoretical peak ~2.5% 
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Scalability on GPUs 

Speedup of GPU vs 6-core CPU 

Speedup 

Overlap 

1      2        4        8      16     32     64   128     
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1   16   32       64                 128 

Throughput  

Parallel performance 
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●  Fused GPU+CPU ARM: 

     CPU Coretex A15  

            2 cores, 1.7 Ghz, 12.8 GB/s, 6.8 GFLOPS 

      

     GPU Mali T604  

            4 cores, 533Mhz, 12.8GB/s, 21 GFLOPS 

      

     Physically shared memory  

● 10Gb Ethernet network 

●  1080 compute cards, 2160 CPU cores and 1080 GPUs 

Parallel performance on ARM machine 
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CPU 

GPU 

Parallel performance on ARM machine 

●  Automatic dynamic load balancing  

    between CPU and GPU 

●  Balancing based on separate timing of CPU and GPU  

    is far from optimal as devices compete for bandwidth  

●  Performance may vary runtime (overheat?) 
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Parallel performance on ARM machine 

MPI-parallel execution on multiple nodes 

Scalability Speedup 
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ARM 

Cortex-A15 

2 cores 

12.8GB/s 

6.8GF 

G
F

L
O

P
S

 

Xeon 

E5649 

6 cores 

32GB/s 

70GF 

Mali 

T604 

12.8GB/s 

21GF 

NVIDIA 

Tegra K1 

17.1GB/s 

15GF 

NVIDIA  

2090 

177GB/s 

665GF 

Comparison of performance on single devices 
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ARM 

Cortex-A15 

2 cores 

12.8GB/s 

6.8GF 

M
F
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Xeon 

E5649 

6 cores 

32GB/s 

70GF 

Mali 

T604 

12.8GB/s 

21GF 

NVIDIA  

2090 

177GB/s 

665GF 

Comparison of performance on single devices 

NVIDIA 

Tegra K1 

17.1GB/s 

15GF 
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●  MontBanc ARM vs Minotauro  

    128 nodes with 2 CPU and 2 GPU 

    Intel Xeon E5649 6C + NVIDIA M2090 

    InfiniBand QDR network 

Comparison of MontBlanc with a hybrid supercomputer 
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Thank you for your attention 

Conclusions 

● Fully portable CFD solutions for compressible and incompressible flows created 

● Many kinds of devices tested and its seems to work:  

   Multicore CPUs, GPUs of AMD and NVIDIA, Intel Xeon Phi, ARM fused CPU-GPU  

● AMD gaming GPU is by far the fastest option 

 

● Experience with ARM: it is really slow but green  


