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Continuation of last year's talk in Moscow
- A few slides will be shown again

Update: Freiburg supercomputer (well...©)
up and running

- 15000 cores and still growing

- State strategy now in operation

Research data management now in focus ©
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Science needs data

Scientific data: generated, collected, measured

- To serve as a basis to derive concepts

- Data can be valuable
Human time to regain the data == €€€3$3$$
- HPC in particular: €€€
Unavailability of sources
- People may be dead
- weather
- Comet returns after 75 years

Keep the data

- Once well understood - publication on time&technology
independent devices (like books)
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Science needs data

Keep the Digital Data:

(digital) storage is not made for eternity
- Reinvestment necessary
- Note: archives/libraries do not run at zero cost
How to read/display digital data?
- Word 2.0 — my favourite problem®©
Migrate to new formats
- Very costly — migrate a million to access one file later??

- Is it faithful?

Keep the data generating software
- Emulation as a service
- Recompute or store? (€€€)
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Science needs data

Keep the (data generating) Software
Perhaps you can recompile it later
If you can‘t recompile, keep the binaries

build virtual machines to run the binaries with the data
- Preferably ,ready to click”
- Long term functional archiving

Current project in our State: bwDataDiss
- Store the data associated with a PhD Thesis
- Originally: store the PDF in the library repository
Clearly not enough!
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Science needs data

06.10.2016

Project idea: try to predict what is necessary to re-interpret the
data at a later stage

Green/amber/red
Based on emulation experience
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A Techie‘s view to Born-Digital Content 852
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Science needs data

- Project idea: try to predict what is necessary to re-interpret the
data at a later stage

Green/amber/red
Based on emulation experience
Some lessons learnt.... © ®

Keep the complete IT processes
Maybe something was wrong in the setup?

Changing computer centres
Just to confuse everyone, we must change this setting too...
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From Data to Processes
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The Effects of FreeSurfer Version, Workstation Type, and Macintosh
Operating System Version on Anatomical Volume and Cortical
Thickness Measurements

Ed H. B. M. Gronenschild [B], Petra Habets, Heidi |. L. Jacobs, Ron Mengelers. Nico Rozendaal, Jim van Os, Machteld Marcelis

Article About the Authors Comments

¥
Show Figures v
» Abstract Comments
'y Abstract ——
Introduction In praise of prog

Materials and Methods Posted by GedR =

FreeSurfer is a popular software package to measure cortical thickness and volume of

Results neuroanatomical structures. However, little if any is known about measurement reliability Media Coverag
Discussion across various data processing conditions. Using a set of 30 anatomical T1-weighted 3T MRI Article

scans, we investigated the effects of data processing variables such as FreeSurfer version :ES'SEGOD’:E el
Supporting Information (v4.3.1, v4.5.0, and v5.0.0), workstation (Macintosh and Hewlett-Packard), and Macintosh 0S_ONE_Gre
Acknowledgments operating system version (OSX 10.5 and OSX 10.6). Significant differences were revealed Comments ma:
Sihor Coritiitong between FreeSurfer version v5.0.0 and the two earlier versions. These differences were on authors

average 8.8+6.6% (range 1.3-64.0%) (volume) and 2.8+1.3% (1.1-7.7%) (cortical thickness). Posted by EdGr

About a factor two smaller differences were detected between Macintosh and Hewlett-Packard £
workstations and between OSX 10.5 and OSX 10.6. The observed differences are similar in
magnitude as effect sizes reported in accuracy evaluations and neurodegenerative studies.

References

Reader Comments (5)

Figures The main conclusion is that in the context of an ongoing study, users are discouraged to
update to a new major release of either FreeSurfer or operating system or to switch to a
different type of workstation without repeating the analysis; results thus give a quantitative
support to successive stated by FreeSurfer over the years
Moreover, in view of the large and si diffe itis luded that
formal assessment of the accuracy of FreeSurfer is desirable.

http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0038234

Source: Andreas Rauber, TU Wien (Vienna, Austria)
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http://www.plosone.org/article/info:doi/10.1371/journal.pone.0038234
http://www.plosone.org/article/info:doi/10.1371/journal.pone.0038234

Remember this slide from 20167

The display of an x-ray image may depend on the software?
- A diagnosis may depend on mathematics??? YES!

real numbers are stored as 64bit or 128bit entities

- There are infinitly many real numbers but only 22128 entities to store them
So you have to ,cut them short” — rounding errors
Whom do | tell this ... 21?1 © ©

When developing mathematical software you must decide on

how to treat rounding errors

Several theoretically sound approaches! Quite well understood!
Things may change after a software update ..
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consequences

1]

It is not enough to ,preserve a virtual machine running word 2.0
- i.e. preserve all the other programs, their interaction, etc

UNI
FREIBURG

On the road to virtual research environments
- Better: ,virtualized research environments®
- The programs, the electronic lab-book, the microscope connectors,....
- Are these fine with virtualisation?

- What about licenses?
- What about users?
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bwLehrpool
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Unpronounceable German word — sorry ©
- Call it: how to run computer pools so that they support teaching

Rapid deployment of run time image

- Only PXE boot system on the PC

- Boots a VM image from a server

- PC runs a virtual environment
Excellent for class rooms

- Change rapidly from Maths to Mandarin without ,leftovers”
Excellent for e-exams

- Provide a stripped-down image (security) with only the software needed
- Large scale possible — several hundred PCs in one exam
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bwLehrpool: flexible PC infrastructure
ﬂ et

separate the tasks:

- Operation: Computer Center
- Contents: lecturer

- Layered approach
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Strategic recalibration of I'T services

Aiming for a reasonable redistribution of responsibilities. ..

No replication of IT-services in the faculty
- Once necessary because of hardware dependencies
Not an easy job ®
- But faculty IT may then concentrate on science rather than infrastructure

IT-centres can now concentrate on fundamental research
infrastructures rather than just (mail) services

What is the point of this?
- For this conference?

Well...
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Virtual science

Up to now:
- ,inherit” the data and worry about how it was produced

Build and offer proper environments
- Via EaaS

Not everything is known, although promised
- Some interdependencies forgotten

- Exact state of the original computer environment is unkown

- Updates, modification to the system, twists imposed by
manufacturers of research hardware

- Malicious modifications of the computing environment?
- By accident — or intentionally?

- l.e. make the mistake and worry later

UNI
FREIBURG
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Virtual science

180° turn:

- Provide a virtual machine to the computer
With all necessary drivers, connectors, etc

- Before the computer is used for research

Then it becomes easy to archive the complete environment
- The virtual machine is indeed archivable

Only approved images will be used

- Higher reliability in research
Reduced complexity — all computers run the same environment; same artefacts
Coexistence with local environments

- Saves time — no need to install software
- Talk about science rather than configuration problems

UNI
FREIBURG
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Virtual science - a dream?

bwLehrpool is a working proof: science specific virtual
machines can be delivered to the end user=researcher

- Our university network offers enough bandwidth

Challenge: convince science that such an approach is
necessary

- If only for convenience and reliablility of results
CERN already uses ,standard virtual machines”
- Some disciplines are on the right track

Projects to understand the ,virtual environments® needed in the
various discipines

- VICE
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NEM2) Bare metal HPC on NEMO

Neuroscience (Simulation)

- NEST: Biologically realistic neural simulations

- Uses MPI, scales from desktops to supercomputers
Neuroscience (Data analysis)

- Matlab, Python

- Pleasingly parallel, single node, multi-threaded

- Users like MOAB job arrays — simple paradigm
Microsystems Engineering

- LAMMPS: Molecular Dynamics Simulator (MPI)

- Commercial software packages (annoying licensing issues)

UNI
I

FREIBURG
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<NEM9> Special case: Particle Physics

Note: We are not talking about anonymous LHC Grid
production jobs!

Users already accustomed to Grid-Computing
paradigm

Large and complex research environment

- Bazillions of lines of source code

- Dozens of tightly interwoven services

Deadlock @

- bwHPC does not have the person-power to duplicate LHC
research environments (CMS, ATLAS) on NEMO

- Particle physicists cannot use NEMO without their research
environments available
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NEM2) Solution: Virtualization

Particle Physics
CMS Experiment
Virtualized Research

Environment |

Particle Physics
~ ATLAS Experiment
_Virtualized Research
Environment \

17.03.2017 Virtualisierte Forschungsumgebungen im bwForCluster NEMO
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NEMZ2) Technical solution, Part 1

UNI

Deploy OpenStack virtualization framework

Set up common authentication framework (bwlDM)
Design a virtual network layout

Run OpenStack Client (nova-client) on all HPC nodes

FREIBURG

HPC node o
HPC node @ N
i @ OpenStack
— @ Framework
HPC node @  d
HPC node @ )
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NEMZ2) Technical solution, Part 2

FREIBURG

© Goal: Virtualized research environments should be 2
seen as “yet another compute job” =

~ Use a Job-wrapper: startvm.py

FREIBURG
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NEMZ2) Technical solution, Part 3

Integration into MOAB

scheduler
Virtualization is transparent User Mozh Compute:Node Openstac
for the scheduler | SubmitstarMpy _ |

AVM is ,yet another job* T T .

Users can monitor and

modify their jobs with
standard cluster tools (job
status, VM |IP-address,
cancel job)

Accounting and fairshare
keep on functioning

Add IP to Job-Metadata

[

Konrad Meier, Rechenzentrum Freiburg (2016)

UNI

17.03.2017 Virtualisierte Forschungsumgebungen im bwForCluster NEMO 9

FREIBURC

UNI

FREIBURG



NEM2) Virtualization on NEMO

Enables virtualized research environments
Hybrid HPC/Cloud Workloads

Bare metal computing AND virtual machines

A virtual machine is ,yet another compute job"
No fixed partitioning into bare-metal/virtual nodes
User defined virtualized research environments

Standalone virtualized research environments, no external
dependency to HPC system (e.g. scheduler client)

OpenStack as management framework

17.03.2017

OpenStack ,Liberty” release
Nova, Neutron, Glance, Keystone, Horizon
Linux KVM as Hypervisor
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UNI

FREIBURG

UNI

FREIBURG



<NEM9) Use case 1: CMS project

Workgroup of Gunter Quast at KIT
Using HTCondor as a external scheduler
Scheduler-Proxy needed: ROCED

- where are free resources to run a job?

Karlsruhe

& 5

ROCED

2

HTCondor
Batch System

=888

GridKa/DESY

Institute of Physics

HEP Storage

Georg Fleig, KIT (2016)
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= Data Flow

01 SRM, XRootD, ..
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Moab Batch System
+ StartVM script

S a

openstack
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(NEM‘-’) Use case 2: ATLAS project

Workgroup of Markus Schumacher in Freiburg
- And two related workgroups

Using slurm as meta-scheduler, ROCED as proxy

ATLAS Wissenschaftler

Uberwacht SLURM ‘ ’

Konrad Meier, Rechenzentrum Freiburg (2016)
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(NEM2> Use case 3: Galaxy

Workgroup of Rolf Backofen in Freiburg
Bio-Informatics

ht-condor

- daemon

SdN

Job
an

Bjorn Griining, Freiburg Galaxy Team (2016)

Storage

docker / conda
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(NEMm2) Capa*-Computing on NEMO

Capacity Computing uses HPC building
blocks

High Performance Network is useful for
both

- MPI for massively parallel communication

- Fast parallel storage for large number of small

jobs

MPI is sometimes just a convenient
scheduler

- For synchronization

- For set-up/clean-up phase

- MPI-tasks might be embarrassingly parallel

17.03.2017 Virtualisierte Forschungsumgebungen im bwForCluster NEMO
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Virtualized Research
Environments

Tailored to the scientific application
Customizable by the users:

- VRE per scientist

- VRE per scientific workgroup

- VRE per scientific field P e
Enables reproducibility of results i C | TA R RESEARCH .
Abstraction from underlying hardware
Enables versioning of research environments
Allows citation and referencing of software methods
Requires Open Data
Requires Workflow Management
Requires Data Management Plan

vi1CE @

VIRTUAL OPEN SCIENCE
COLLABORATION ENVIRONMENT

UNI
I

FREIBURG
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How to archive a parallel job?

Thanks to specialisation we can think about specialized
archival procedures for the scientific fields

15000 cores — 15000 communicating programs....
- Running in parallel, talking to each other

Run virtualisation
- Of course — what else ©

Advise on how to build a virtual machine serving all the needs
on all the cores

- And distribute the virtual machines over the nodes

- ltis all about teaching — harnessing a parallel computer is not easy

Then maybe you can archive the setup ©
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How to archive a parallel job?

A 15000 core job can be rerun on 200 cores
- But will take much longer — i.e. restart in a smaller world
- The real point: it can be re-run for inspection
In that case time does not matter

- But the communication network has changed!
New IP addresses

- Approach: use Software Defined Networks (SDN) in the virtual
machine running the job on the cores/node

A very cute application for SDN
In some sense: virtualize the network

Technically, we can now archive parallel jobs

06.10.2016 Preserving Run Time Environments on Parallel Computers
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Challenges

Loss of performance — lose synchronisation?
- Out of sync anyway, so losses may be ignored

Challenge: high performance network not yet virtualised,
- so maybe adapters are available only in emulation mode?
- This makes the main computation slow — unacceptable?

- Go from real to virtual later: maybe forgotten — in any case it is no longer
the original
Will that transformation introduce changes to the original setup?

Challenge: convince the ,old experienced battle horses”

So far: CERN provides virtual machines that use a small
number of cores
- That is easy! And a proof that scientists accept this path
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Consequences

Archive even more data...
- And remember the interaction!
-  Remember?? i.e. annotate in time!

Storage becomes an issue
- It does not fade away...:
- If you don‘t get CPU time — fine ®
- If you don't get your storage allocated — what to do with the data?
- Real storage stays expensive — and large datasets make it worse
The need for data scientists (necessary resources may come from recalibration)
- Scientists have to decide what to through away
(classical) libraries can‘t — computer centres neither
A shock? Archives throw away most of the stuff given to them
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Management concepts for storage!

UNI
FREIBURG

So far only concepts and ideas
- Not yet implemented — rudimentary tests only
- Required for Science Foundation application

Basic concept: storage is limited and data rarely vanishes
- Threat ,we will delete” equals the threat to destroy the assets
- Incentive: we will preserve, if you contribute

What is needed? Annotated data!

Access rights — who is allowed to use the data and when?
- No regulation? 70 years after the author's death ?!
- Identity management is needed
- Old days: sell your soul to the publisher and don‘t worry ®
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Summary
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Long term storage of digital data = knowledge becomes more and
more important
Gets more complicated as you must take into account where/how data
was generated

- Ad hoc methods are no longer sufficient
Virtualisation = provide standardized virtual environments

Retrain the scientists to accept pre-configured (virtual) machines
- Playing around with one‘s own machine may still be cute, but does not help science
- Along way to go
,help“ the science bodies to understand that ,Open Data“ is more than
just ,keeping data“
- Avery long way to go
Ensure the funds for continous update of storage infrastructure
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