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Numerical simulation of rotorcraft
aerodynamics is in general more
difficult than of aircraft aerodynamics

• relative motions (fuselage – main rotor –
tail rotor, blade dynamics)

• strong flow interactions (BVI, rotor wake – fuselage tail, rotor downwash –
fuselage, engine inflow and exhaust)

• different flight states leading to completely different aerodynamics
• main rotor fulfils multiple functions (generation of lift & propulsion, control, trim)
• varying flow conditions on rotor blades during one revolution (in forward flight)
• unsteadiness of the flow field (on large and small scales)
• blade deformations due to the aeroelastic response to aerodynamic, centrifugal

and inertial forces multi-physics problem, structural coupling necessary
• complex geometries
• trimming mandatory to get useful and comparable results

Challenges

Leishman:
Principles of Helicopter
Aerodynamics
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FLOWer simulation of the flow about an EC-145 in forward flight

Complexity of the flow field
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Task for HLRS
systems

Simulation framework at IAG
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Flight mechanics

Structural mechanics

Aeroacoustics

Aerodynamics

Mesh adaptation
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• 2nd order accurate block-structured
Finite Volume code

• developed by DLR, meanwhile
lots of advancement by IAG

• solves the unsteady Reynolds-
Averaged Navier-Stokes Equations

• extensions to 5th order accuracy (WENO-schemes)
• fully parallelized for use on supercomputers (MPI), high effort

expended to improve parallel efficiency
• complex geometry and relative motions possible due to Chimera

overset grids and mesh deformations
• well-established and validated for full configurations
• latest achievement: unstructured grid zones can be handled

CFD-Solver FLOWer



High order methods for improved wake conservation

 Higher-order schemes deliver
significantly improved accuracy
and vortex conservation

JST
(2nd order standard)

WENO-HLLC
(5th order)

CRWENO-HLLC
(5th order)

© IAG
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Higher Order Methods: Comparison of computational costs
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• Mesh creation to enable efficient application of WENO scheme

• High mesh quality required (low cell growth rates)

• 69 individual body meshes for configuration shown

• Full Fenestron model

Body meshes
Mesh creation strategy
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• Minimal extrusion of body mesh towards far-field
• Extrusion height ≈0.25 MR blade chord
• 6 cell layers with equal height at outer boundary (Chimera)

Body meshes
Mesh creation strategy
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• Cartesian off-body mesh creation:
IAG tool backgrid

• Adaptation process:
• Computation & identification of

flow regions of interest
(periodic point cloud of cells with high 2 values)

• New off-body mesh generation using the 2 point cloud
• Interpolate simulation solution to new off-body mesh

Off-body mesh and mesh adaptation
Mesh creation strategy
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• to account for structural
deformations of the
main rotor blades
and tail boom

• weak coupling used for
blade deformations

• structural blade dynamics provided e.g. by flight mechanics
codes GHOST (Airbus) or CAMRAD II (Johnson Aeronautics)
 blades modelled as simple beams

• Time-resolved strong coupling for fluid-fuselage interaction
• FE-Model of the fuselage needed (modal matrices)
• Implicit 2nd order Newmark time integration in modal space

CFD – CSD Coupling
Special Features



CFD – CSD Coupling Weak fluid-structure coupling
scheme:

• Exchange of periodic loads
and deformations after one
rotor revolution

• Correction of 2D
aerodynamics in the FM code
by 3D FLOWer aerodynamics

• Dynamics combined with trim
(control angles adaptation)

blade deformation

trim settings

CFD loads

blade deformation

trim settings

CFD loads
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• necessary to compare
numerical results
with W/T or F/T data

• W/T trim: Restrained model
 3 trim objectives: balance loads

(thrust, pitching & rolling moment)
 3 controls: collective and cyclic pitch angles of the blades

• steady free flight trim: Zero net forces and moments
 6 trim objectives to be fulfilled
 6 controls: collective and cyclic pitch angles, tail rotor pitch,

helicopter pitch and yaw/roll angle

Trimming
Special Features

Thrust,
Propulsive Force

Weight

Empennage
Loads

Fuselage
Loads

Rotor-Fuselage

Interference

Aerodynamic Loads = - Weight
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• Engine outlets have
substantial impact on the
flow field

• Accounted for using
density, mass flow and
temperature

• Rationale:
 hot air ingestion reduces Fenestron efficiency, depending on flight state
 exhaust gases induce thermal stress on rear parts of the airframe
 exhaust – hub wake interference (not shown here)
 influence on backdoor separation

Engine In- and Outlet Conditions
Special Features



University of Stuttgart – IAG German – Russian Workshop, March, 27th – 29th, 2017 16

Special Features
High Performance Computing

• FLOWer computational improvements
• Stringent loop optimization and

vectorization (≈40% speedup)
• New MPI-Communication scheme

• MPI messages reduced from
(MPI processes)2 to (nNodes)2

e.g. HLRS Hazel Hen:
factor 576 less MPI messages

• Two level distribution reduces
to 5 x nNodes messages and
only 10-20% overall MPI size

• Good strong scaling down to
10000 cells per core in application

• Simulations up to 1 billion cells with
65,000 MPI-cores with good efficiency
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Massively parallel challenges
High Performance Computing

• Hybrid communication (shared-memory – message passing)
• Number of messages
• Message size

• Communication hiding

• I/O
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Exemplary Results from
“Routine” Computations
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• Simulation approach:
Convergence to a periodic flow field 3 rev
 6-DoF flight mechanical trim 10 rev
 Evaluation window 2 rev

• Overall, 15 rotor revolutions have to be computed

• 70M cells sufficient for most industrially oriented questions

• temporal resolution: 1° main rotor azimuth

• 3.2h wall-clock time for 1 rev employing 6000 cores on Hazel Hen

• Simulation task can be completed within 48 hours

Results
Industrially oriented simulations
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FLOWer simulation of the flow about an EC-145 in forward flight

Results
Flow Field & Surface Pressure
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thrust coefficient (force normal to the rotor disc)

direction of
flight

© IAG

Results
Thrust Coefficient
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direction of
flight

distributions of effective angle of attack and Mach number, μ = 0.36

Results
Effective AoA and Mach number



Flapping

Lagging

Pitch Link Loads

Blade moments at r/R = 0.1

© IAG
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Pressure distribution
20m/s forward flight

Vortex visualisation

BA

C38.5 kW Gesamtleistung
2.5 kW Durchschnittsleistung
2.8 kW max. Leistung

35.1 kW Gesamtleistung
1.9 kW Durchschnittsleistung

38.5 kW Gesamtleistung
2.1 kW DurchschnittsleistungA B

C

Trimpoints A, B, C
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e-volo VC200 Simulations
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Topical Research Activities
 Tail shake
 Noise Emission
 Ground Effect
 Dynamic Stall
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Structural vibrations caused by the interaction
of the turbulent rotor wake with the tail boom
in fast forward flight
 Excitation of the lower elastic structural

eigenmodes, usually in a lateral sense
(1st lateral bending mode with two nodes)

Main contribution comes from the hub wake

Safety impacts:
- high cabin vibrations (around 10 Hz)
 increase of crew exertion, adverse effect of crew efficiency

- adverse effect on directional stability

Problem:
Tail shake phenomenon hardly predictable before first flight due to scaling problem
in W/T tests and completely different structural response of the W/T model

Source: [1]

What is tail shake?

view from
above
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Wake
impingement
on helicopter tail
stemming from

• Rotor hub
• Engine outlet
• Back door
• Skids

• Extremely complex hub geometry
• Extremely complex wake flow (turbulence,

separation, engine exhaust, …)
• Preservation of the rotor wake over a long

distance (commonly used CFD codes are
per se dissipative)
 high order schemes and high resolution

meshes
• no periodicity (MR, TR, fuselage eigen-

modes)
 strong structural coupling

Challenges for Numerical Simulation

Successful validation of the
code with exp. data from the
GoAHEAD programme
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15

Unsteady pressure
measurements

bandwidth
of exp. data

Quantitative comparison between W/T and numerical results
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• FE-model: mode shapes

Testcase EC145C2
FLOWer – FEM module

Mode Eigenvalue [Hz]

1-6 Rigid body

7 5.71

8 6.48

9 8.70

10 11.83

11 14.13

12 15.74

13 16.53

14 17.25

…
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• First world-wide aeroelastic simulation of a helicopter airframe

• Time resolved fluid-structure coupling

• 480M grid cells on 24,000 cores on Hazel Hen

• Approximately 25M core hours in total, 70 rotor revolutions,
overall simulation time including queueing: ≈60-70 days

• Computational effort: 98% CFD, 2% CSD

Aeroelastic Simulation for EC145T2

Structural modelAerodynamic model
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Accelerations sensors show very good consistency with flight test data

Aeroelastic Simulation for EC145T2

1st BPF1st two
eigenmodes

sensor location
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• complex geometry

• different physical scales

• fluid-fluid and fluid-structure interaction

• shielding and reflection to be considered

• wake conservation essential

Challenges
Aeroacoustic Simulations
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• First world-wide high-fidelity aeroacoustic simulation of a complete helicopter

• fully resolved geometry (hub, skids, MR, fenestron)

• hybrid approach: CFD simulation (URANS) and subsequent aeroacoustic
post-processing (Ffowcs Williams-Hawkings)

• integration surface encloses complete helicopter

• 5th order WENO, 0.25° time step (for evaluation of acoustic sources)

• 200M grid cells computed on
8,000 cores on Hazel Hen

• approximately 7M core hours in total
≈40 days simulation time

• Effort: CFD 90%, CAA 10%

Aeroacoustic Simulations

For more detailed information, please refer to
the respective publication in the Journal of the
American Helicopter Society, Vol. 61, #4, Oct. 2016
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Aeroacoustic Simulations
Flight Test Validation

• BVI relevant descent flight
• Microphone measurements at the ground
• Very good agreement with flight test data

• Simulations with an isolated rotor showed much higher discrepancies

MR+TR Total

ΔEPNL +0.6EPNdB -1.3EPNdB
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Permeable surface around the complete configuration
(overall noise emission)

Permeable surface around the complete configuration
(overall noise emission)

Permeable surface closing the tail rotor shroud
(approx. tail rotor noise)
Permeable surface closing the tail rotor shroud
(approx. tail rotor noise)

Body surface of main rotor blades
(approx. main rotor noise)

Body surface of main rotor blades
(approx. main rotor noise)

Hybrid Approach
Aeroacoustic Simulations
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• SPL hemisphere around helicopter
• Full configuration setup ensures

correct and reliable trim and CFD
data

• Reflection and shielding effects
included by

• Full configuration in CFD
• Highly accurate CFD solution
• Integration surface enclosing

complete configuration

 Significant impact on acoustic
results!

© IAG

Aeroacoustic Simulations
ICAO noise certification
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Aeroacoustic Simulations
Source identification

• Source identification by phase analysis, back-tracing, differentiation
between direct transport and reflections

• Shading, reflection, and diffraction effects of the helicopter airframe
included influence significant (up to 3 dB)

Re-scaled SPL iso-surfaces
(BVI assignable noise emission only) Fuselage effects
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• CFD has reached a high level of maturity for rotorcraft simulations

• Tool chain includes
• highly automatic grid generation even for complex configurations
• 6 DoF trim capability
• structural coupling
• aeroacoustic postprocessing

• Simulations are highly accurate and reliable

• and run highly efficiently on massively parallel supercomputers

 Numerical simulation has become an indispensable tool in the (early)
development of helicopters

• Next goals:
• hybrid RANS/LES aeroacoustic simulation to include more broadband noise
• automatic geometry optimization w.r.t. performance and noise
• simulation of the manoeuvring helicopter

Conclusion and Outlook
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Thank you for your attention!

The results presented in this talk were generated by the staff of the helicopter
group at the IAG, University of Stuttgart, most notably by Ulrich Schäferlein.
The research projects were substantially funded by DFG, BMWi (LuFo), and the
EC.
All simulations were performed at the HLRS. The support by the staff of the
HLRS is greatly appreciated.
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