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Virtualisation and HPC 



 Continuation of last year‘s talk in Moscow 

- A few slides will be shown again 

 Update: Freiburg supercomputer (well…) 

up and running 

- 15000 cores and still growing 

- State strategy now in operation 

 Research data management now in focus  
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Science needs data  

 Scientific data: generated, collected, measured 
- To serve as a basis to derive concepts 

- Data can be valuable 

• Human time to regain the data  ==  €€€$$$ 

- HPC in particular: €€€ 

• Unavailability of sources 

- People may be dead 

- weather 

- Comet returns after 75 years 

 Keep the data 
- Once well understood  publication on time&technology 

independent devices (like books) 
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Science needs data  

 Keep the Digital Data:  

• (digital) storage is not made for eternity 

- Reinvestment necessary 

- Note: archives/libraries do not run at zero cost 

• How to read/display digital data? 

- Word 2.0 – my favourite problem 

• Migrate to new formats 

- Very costly – migrate a million to access one file later?? 

- Is it faithful? 

• Keep the data generating software 

- Emulation as a service 

- Recompute or store? (€€€) 
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Science needs data  

 Keep the (data generating) Software 
• Perhaps you can recompile it later 

• If you can‘t recompile, keep the binaries 

• build virtual machines to run the binaries with the data 
- Preferably „ready to click“ 

- Long term functional archiving 

 Current project in our State: bwDataDiss 
- Store the data associated with a PhD Thesis 

- Originally: store the PDF in the library repository 

• Clearly not enough! 
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Science needs data  

 Current project in our State: bwDataDiss 

- Project idea: try to predict what is necessary to re-interpret the 

data at a later stage 

• Green/amber/red 

• Based on emulation experience 
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 A Techie‘s view to Born-Digital Content 
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Science needs data  

 Current project in our State: bwDataDiss 

- Project idea: try to predict what is necessary to re-interpret the 

data at a later stage 

• Green/amber/red 

• Based on emulation experience 

• Some lessons learnt….   

 

 Keep the complete IT processes 

• Maybe something was wrong in the setup? 

 Changing computer centres 

• Just to confuse everyone, we must change this setting too… 
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From Data to Processes 

http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0038234 

Source: Andreas Rauber, TU Wien (Vienna, Austria) 

http://www.plosone.org/article/info:doi/10.1371/journal.pone.0038234
http://www.plosone.org/article/info:doi/10.1371/journal.pone.0038234


Remember this slide from 2016? 

 The display of an x-ray image may depend on the software? 

- A diagnosis may depend on mathematics???  YES! 

 real numbers are stored as 64bit or 128bit entities 

- There are infinitly many real numbers but only 2^128 entities to store them 

• So you have to „cut them short“ – rounding errors 

• Whom do I tell this … ?!?!   

 When developing mathematical software you must decide on 

how to treat rounding errors 
• Several theoretically sound approaches! Quite well understood! 

• Things may change after a software update .. 
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consequences 

 It is not enough to „preserve a virtual machine running word 2.0“  

- i.e. preserve all the other programs, their interaction, etc 

 

 On the road to virtual research environments 

- Better: „virtualized research environments“ 

- The programs, the electronic lab-book, the microscope connectors,…. 

- Are these fine with virtualisation? 

 

- What about licenses? 

- What about users? 
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bwLehrpool 

 Unpronounceable German word – sorry  

- Call it: how to run computer pools so that they support teaching 

 Rapid deployment of run time image 

- Only PXE boot system on the PC 

- Boots a VM image from a server 

- PC runs a virtual environment 

 Excellent for class rooms 

- Change rapidly from Maths to Mandarin without „leftovers“ 

 Excellent for e-exams 

- Provide a stripped-down image (security) with only the software needed 

- Large scale possible – several hundred PCs in one exam 
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bwLehrpool: flexible PC infrastructure 

separate the tasks: 
- Operation: Computer Center 

- Contents: lecturer 

- Layered approach 
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Strategic recalibration of IT services 

 Aiming for a reasonable redistribution of responsibilities… 

 No replication of IT-services in the faculty 

- Once necessary because of hardware dependencies 

 Not an easy job  

- But faculty IT may then concentrate on science rather than infrastructure 

 IT-centres can now concentrate on fundamental research 

infrastructures rather than just (mail) services 

 

 What is the point of this? 

- For this conference? 

 Well… 
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Virtual science 

 Up to now: 

- „inherit“ the data and worry about how it was produced 

• Build and offer proper environments 

- Via EaaS 

• Not everything is known, although promised 

- Some interdependencies forgotten 

- Exact state of the original computer environment is unkown 

- Updates, modification to the system, twists imposed by 

manufacturers of research hardware 

- Malicious modifications of the computing environment? 

- By accident – or intentionally? 

- i.e. make the mistake and worry later 
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Virtual science  

 180° turn: 

- Provide a virtual machine to the computer  

• With all necessary drivers, connectors, etc 

- Before the computer is used for research 

 Then it becomes easy to archive the complete environment 

- The virtual machine is indeed archivable 

 Only approved images will be used 

- Higher reliability in research 

• Reduced complexity – all computers run the same environment; same artefacts 

• Coexistence with local environments 

- Saves time – no need to install software 

- Talk about science rather than configuration problems 
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Virtual science -  a dream? 

 bwLehrpool is a working proof: science specific virtual 

machines can be delivered to the end user=researcher 

- Our university network offers enough bandwidth 

 Challenge: convince science that such an approach is 

necessary 

- If only for convenience and reliablility of results 

 CERN already uses „standard virtual machines“ 

- Some disciplines are on the right track 

 Projects to understand the „virtual environments“ needed in the 

various discipines 

- VICE 
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How to archive a parallel job?  

 Thanks to specialisation we can think about specialized 

archival procedures for the scientific fields 

 15000 cores – 15000 communicating programs…. 

- Running in parallel, talking to each other 

 Run virtualisation 

- Of course – what else  

 Advise on how to build a virtual machine serving all the needs 

on all the cores 

- And distribute the virtual machines over the nodes 

- It is all about teaching – harnessing a parallel computer is not easy 

 Then maybe you can archive the setup  
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How to archive a parallel job?  

 A 15000 core job can be rerun on 200 cores 

- But will take much longer – i.e. restart in a smaller world 

- The real point: it can be re-run for inspection 

• In that case time does not matter 

- But the communication network has changed! 

• New IP addresses  

- Approach: use Software Defined Networks (SDN)  in the virtual 

machine running the job on the cores/node 

• A very cute application for SDN 

• In some sense: virtualize the network 

 Technically, we can now archive parallel jobs 
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Challenges  

 Loss of performance – lose synchronisation? 

- Out of sync anyway, so losses may be ignored 

 Challenge: high performance network not yet virtualised,  

- so maybe adapters are available only in emulation mode? 

- This makes the main computation slow – unacceptable? 

- Go from real to virtual later: maybe forgotten – in any case it is no longer 

the original 

• Will that transformation introduce changes to the original setup? 

 Challenge: convince the „old experienced battle horses“ 

 So far: CERN provides virtual machines that use a small 

number of cores 

- That is easy! And a proof that scientists accept this path 
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Consequences 

 Archive even more data… 

- And remember the interaction! 

- Remember?? i.e. annotate in time! 

 Storage becomes an issue 

- It does not fade away…: 

- If you don‘t get CPU time – fine  

- If you don‘t get your storage allocated – what to do with the data? 

- Real storage stays expensive – and large datasets make it worse 

 The need for data scientists  (necessary resources may come from recalibration) 

- Scientists have to decide what to through away 

• (classical) libraries can‘t – computer centres neither 

• A shock? Archives throw away most of the stuff given to them 
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Management concepts for storage! 

 So far only concepts and ideas 

- Not yet implemented – rudimentary tests only 

- Required for Science Foundation application 

 Basic concept: storage is limited and data rarely vanishes 

- Threat „we will delete“ equals the threat to destroy the assets 

- Incentive: we will preserve, if you contribute 

• What is needed? Annotated data! 

• Access rights – who is allowed to use the data and when? 

- No regulation? 70 years after the author‘s death ?! 

- Identity management is needed 

- Old days: sell your soul to the publisher and don‘t worry  
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Summary 

 Long term storage of digital data = knowledge becomes more and 

more important 

 Gets more complicated as you must take into account where/how data 

was generated 
- Ad hoc methods are no longer sufficient 

 Virtualisation = provide standardized virtual environments 

 Retrain the scientists to accept pre-configured (virtual) machines 
- Playing around with one‘s own machine may still be cute, but does not help science 

- A long way to go 

 „help“ the science bodies to understand that „Open Data“ is more than 

just „keeping data“ 
- A very long way to go 

 Ensure the funds for continous update of storage infrastructure 
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